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Abstract—As the volume of network data continues to increase
and networks become more complex, the ability to accurately
manage and analyze data quickly becomes a difficult problem.
Many network management tools already use two-dimensional
(2D) and three-dimensional (3D) visualization techniques to help
support decision-making and reasoning of network anomalies
and activity. However, a poor user interface combined with
the massive amount of data could obfuscate important network
details. As a result, administrators may fail to detect and identify
malicious network behavior in a timely manner. 3D visualizations
address this challenge by introducing monocular and binocular
visual cues to portray depth and to increase the perceived viewing
area. In this work, we explore these cues for 3D network security
applications, with a particular emphasis on binocular disparity
or stereoscopic 3D. Currently, no network security tool takes
advantage of the enhanced depth perception provided by stereo-
scopic 3D technologies for vulnerability assessment. Compared
to traditional 3D systems, stereoscopic 3D helps improve the
perception of depth, which can, in turn reduce the number of
errors and increase response times of network administrators.
Thus, we introduce a stereoscopic 3D visual Framework for
Rendering Enhanced 3D Stereoscopic Visualizations for Network
Security (FRE3DS). Our novel framework uses state-of-the art
3D graphics rendering to assist in 3D visualizations for network
security applications. Moreover, utilizing our framework, we
propose a new 3D Stereoscopic Vulnerability Assessment Tool
(3DSVAT). We illustrate the use of 3DSVAT to assist in rapid
detection and correlation of attack vulnerabilities in a subset
of a modified local area network data set using the enhanced
perception of depth in a stereoscopic 3D environment.

Index Terms—Stereoscopic 3D, Security Visualization, Vulner-
ability Assessment Tool

I. INTRODUCTION

Administrators are often given tasks to evaluate security
risks and malicious activity of Internet Protocol (IP) traffic and
logs from vulnerability scanners, intrusion detection systems
(IDSs), firewalls, and host systems on a network. In the past,
administrators examined and analyzed network activity and
behavior using textual representations [1], [2]. However, as
data volume increases and networks become more complex,
textual representations and raw data become overwhelming,
vital data could be potentially overlooked, and the time span
for analyzing data could be lengthy.

Recently, researchers have attempted to convert abstract
network data into visual representations in order to quickly
discover and identify malicious activity and network behavior

[3]. Network visualization takes advantage of the visual sys-
tem’s large spatial bandwidth in order to efficiently represent
network characteristics. Moreover, this large spatial bandwidth
significantly dominates other senses and the brain processes vi-
sual information in parallel, consequently increasing temporal
bandwidth [4]. As a result, humans can efficiently recall more
visual representations and evaluate large amounts of visual
data more quickly and accurately than textual data.

2D visualizations produce representations on the x and y
axes to identify, detect, and analyze malicious information.
A large amount of work has been done in the area of
visualizing IDS logs [5], [6], network management systems
[7], [8], and firewalls [9] in 2D. However, as the amount of
information increases, visualizing considerable amounts of 2D
information can be perceived as cluttered and limited [10].
Thus, researchers address this issue by looking into methods
for expanding visualization techniques to incorporate the z-
direction [11], [12]. The addition of the z-direction or depth
for 3D allows n2 more information to be visualized than its
2D counterparts [13] and results in clearer representations [6],
[10]. Furthermore, this reduction in clutter assists network
security administrators in precisely identifying a substantial
amount of malicious information and gaining a more precise
and accurate global view of the data’s structure. Moreover,
it has been shown that 3D visualization increases awareness
by allowing one to identify and recall more attributes based
on spatial qualities [14] and demonstrate improved perfor-
mance in spatial memory tasks when visualizing large sets
of hierarchical data [15]. These attributes are beneficial when
visualizing IP address spaces, Domain Name System (DNS)
hierarchies, and categorization of network attributes. Also,
network administrators can quickly recall attacks and attributes
of attacks by using metaphorical 3D visualizations rather than
textual representations. Users identify with metaphorical 3D
interfaces since individuals naturally view the physical world
in 3D. This concept is useful in network security visualization
by metaphorically relating 3D objects to network properties.
Harrop et. al. illustrate this concept by using 3D game engines
to metaphorically represent real-time network monitoring and
control [16].

The third dimension adds its own complications and com-
plexities. One key challenge for implementing 3D security
tools is that they must be designed to accurately depict objects
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in 3D space on an inherently flat 2D computer screen. If
objects are portrayed incorrectly, the network visualizations
are more prone to human error because network administrators
would have a difficult time formulating concise cognitive
decisions. In order to accurately depict depth on 2D screens,
3D interface designers use various psychological and cognitive
properties to indicate depth. These cues help users easily
locate, manipulate, and depict spatial relationships between
objects. Some cues include shadowing, perspective, lighting,
texturing, binocular disparity, and motion parallax [17]. Cur-
rent 3D network security visualizations lack important depth
cues and result in higher error rates and slower decision times.
Research has shown that by introducing the major depth cue of
binocular disparity, the visual cue for stereoscopic 3D appli-
cations, significant reduction in errors and enhanced response
times compared to its non-stereoscopic 3D counterparts can
be achieved [18]. It has also been shown that stereoscopic 3D
is superior to any monoscopic viewing, and to any shadow
condition, for enhancing accuracy positioning and resizing
tasks of objects located in 3D space [19]. Thus, network
security could benefit from the creation of a stereoscopic tool
that could potentially reduce error and enhance response rates.

Recently, the gaming, television, computer-aided design,
medical, and video graphics industries introduced stereoscopic
3D technologies to enhance the perception of depth. Also,
auto-stereoscopic applications have been introduced in 3D
smart phones and cameras. Auto-stereoscopic refers to using
binocular parallax without special devices such as headgear
or glasses. According to a MarketsandMarkets, a marketing
research firm, global 3D technology-products and applications
market is expected to reach $227.27 billion by 2016 [20].
Since the 3D market is growing tremendously in the upcoming
years, 3D technologies are becoming more readily available,
and security interface designers must begin considering and
designing stereoscopic 3D tools for complex tasks, large node
sets, and important vulnerability data. Currently, no tool or
framework exists that allows 3D stereoscopy for network
vulnerability data. This paper introduces a 3D stereoscopic tool
- 3D Stereoscopic Vulnerability Assessment Tool (3DSVAT)
for analyzing vulnerability data and discusses a framework to
assist 3D designers with creating future 3D stereoscopic tools.

The rest of the paper is organized as follows. Background
on Visual Cue Theory and its relationship to network security
visualization is presented in Section 2. Next, related work
is discussed in Section 3. We propose a methodology and
framework, FRE3DS, for assisting in situational awareness for
vulnerabilities in local area networks in Section 4. Next, we
propose 3DSVAT, our tool for assessing vulnerabilities on a
local area network, in Section 5. Finally, we conclude the paper
and discuss the future work in Section 6.

II. BACKGROUND

A. Visual Cue Theory in Network Security

Monoscopic or non-stereoscopic 3D, hereafter known as 3D,
refers to the depiction of a 3D environment using 2D per-
spective projections. Since displays are physically constrained

to 2D projections, visual cues are required to adequately
represent depth. Simply put, these cues create a perception
of 3D objects on a 2D plane. When representing network
security data, objects become 3D items such as spheres in
3D link graphs or points in 3D scatter plots. These cues
are grouped into two categories: monocular and binocular.
Monocular cues are depth cues that require only one eye to
depict depth whereas binocular depth requires two eyes to
depict depth. Some well-known monocular cues in network
security are perspective, size, texture, occlusion, and shadows.
If these cues are used correctly, then obscurities and confusion
in network security visualization can be reduced. For example,
if IP addresses are represented as spheres, and the size of
the spheres represent the amount of data entering the node,
the node’s information cannot be accurately portrayed without
a visual cue such as shadowing to denote where the object
is in respect to other objects. 3DSVAT uniquely uses both
monucular cues such as perspective, size, and occlusion and
binocular cues such as binocular disparity to reduce error.
Thus, allowing users to identify data more quickly and to
accurately display complex information [21].

TABLE I: Visual Cues in Network Security

Utilization of Visual Cues in Network Security Tools
Monocular Cues 3D Visualization Tool
Perspective [16], [22], [23], [24], [25], [26]
Size [16], [22], [25]
Texture [16], [20]
Occlusion [27], [16], [22], [23], [20], [24], [28], [25], [26]
Shadows [16], [22], [20]
Motion Parallax None
Binocular Cues 3D Visualization Tool
Binocular Disparity [27]

Table 1 shows a collection of network security tools and
their associated visual cues. Below is a explanation of both
monocular cues and binocular.

• Perspective is the notion that parallel lines moving to-
wards infinity converge to a point on a 2D plane. For
example, parallel train track rails appear to meet at
the horizon. Perspective is commonly used in network
visualization to add more visualization data.

• Size refers to the relative position of the two objects of the
same known size. If two objects are known to be the same
size at the same distance and one object is positioned at
a closer distance, the object’s size appears to be larger
relative to the other object.

• Texture represents the level of detail used to represent
an object. As objects move closer, the texture becomes
clearer but as objects move away, the texture appears
obscure.

• Occlusion is the slight blocking of one object by another.
• Shadows occur when the shadow of an object is visible

on the object or on different objects.
• Motion parallax refers to the spatial properties within

motion. The movement of the camera or the object can
give spatial properties about the 3D location of the object.
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When an observer moves, absolute depth information of
the distance can be determined from several stationary
objects if the velocity and the direction are known. Closer
objects appear to pass more quickly than objects further
away.

As shown in Table 1, many security tools use monocular
cues. However, a small number of tools currently use binocular
cues. Examples of binocular cues include binocular disparity,
convergence, and accommodation. Accommodation refers to
the physical adjustment of the ciliary muscles in the eye
when moving the focus on particular objects. When focusing
on far objects, the lens decontracts and increases the focal
length. Convergence is the inward movement of the eyes in
an effort to maintain a single binocular vision of an object.
Binocular disparity, also called binocular parallax, uses the
notion that each eye within the visual system views two
slightly unique retinal images. When the brain processes these
images, it appears to give the illusion of depth. Binocular
disparity enhances the perception of depth. Due to these depth
illusion qualities, binocular disparity can be used for network
security in situations where monocular depth cues do not
adequately reveal enough information about the network’s
security posture. Binocular disparity is a primary physiological
characteristic that enables the stereoscopic viewing of objects
within a limited distance and is widely used for portraying
virtual objects (e.g., images on a computer screen) in real
3D space. On the other hand, using accommodation and
convergence to portray virtual objects in real 3D space is a
challenge. As will be explained later, 3DSVAT uses binocular
disparity to enhance vulnerability awareness and decrease
response times for detecting vunerable nodes.

B. 3D Stereoscopic Overview

The stereoscopic rendering environment consists of two
cameras: the right eye camera and the left eye camera. The
usage of cameras is commonly used to create the environment
in all 3D stereoscopic applications including 3D movies and
3D software. Each camera is separated with the average eye
separation of 6.2 centimeters to mimic the average human eye
separation. The cameras are positioned parallel to each other
and perpendicular to the projection plane. In stereoscopic 3D,
both the projection plane and the viewport are considered
as the physical monitor. Likewise, the width and length of
the viewport represents the length and width of the computer
screen in pixels.

Before each visualization is rendered, each camera creates
an off-axis frustum with the projection plane. The viewing
angle or fovy of the camera is denoted by the lowercase φ
symbol as shown in Figure 1. The distance between the camera
and the projection plane is the focal length. The left and right
cameras produce a left and right image, respectively. As shown
in the above figure, the left and right images are two slightly
unique perspectives of one image and this image is perceived
to be behind the screen. This concept is used in both the
FRE3DS framework and 3DSVAT tool when generating a 3D
environment.

Fig. 1: 3D Stereoscopic rendering for an image using left and
right image.

III. RELATED WORK

A. 3D Security Visualization

Existing 3D visualizations have been created to visualize
data from IDSs [28] using techniques such as iconic tree struc-
tures, bar charts [22], and 3D scatter plots [11]. In addition,
researchers have used various techniques to represent a larger
number of attributes such as the size of a packet’s payload
in bytes, the number of packets, and interarrival time. The
primary benefit of these visualizations is that they adequately
portray generalizations of a network’s behavior. However, they
do not consider the error due to small subtleties in various at-
tributes that could potentially be addressed using stereoscopic
depth cues. Visual Autonomous System Topology (VAST) [24]
uses link graphs to extract information from Border Gateway
Protocol (BGP) routing messages to assist in understanding
topological properties of the Internet and Autonomous System
(AS) behavior. VAST uses quad-tree based visualizations to
represent Autonomous System Numbers (ASNs) on a 3D
plane. This tool successfully shows leaks from one AS to
another. When a large number of ASes are present, it is a
challenge to determine the depth of an ASN due to lack of
visual cues. VAST can use our framework to more accurately
distinguish the depth between ASes when large amounts of
ASes are present.

Scapy’s trace 3D function [29] visualizes a 3D traceroute
representation based on a linked graph. Likewise, Ipv6World
[29] uses a similar method to visualize an IPv6 topology.
Both Scapy 3D and Ipv6world portray a Python-based 3D
linked graph using Real-time 3D visualization of linked graphs
(RT3DG) with a fluid friction force physics engine. The Spin-
ning Cube [11] visualization uses 3D scatter plots to represent
network activity on three axes: the destination IP of the local
network on the x-axis, the destination port on the y-axis,
and the source IP on the z-axis. We can contribute to these
tools by uniquely considering vulnerability scans or correlating
the vulnerabilities across these networks. Papadopoulos dis-
cusses CyberSeer [27], a desktop interactive immersive auto-
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stereoscopic 3D environment. The environment is integrated
with multi-channel immersive sound to enhance security
awareness. It introduces a 3D auto-stereoscopic environment
to analyze spatial information for intrusion detection [27].
Compared to this tool, we introduce a framework that will
allow better integration with other tools to produce a more
wholelistic 3D stereoscopic toolset.

Nessus 3D [30] uses a top-down approach of the secu-
rity vulnerabilities. This node-based visualization assists in
showing the number of vulnerabilities per node, TCP and
UDP blacklisted connections, and patch updates. Our tool
differentiates itself by correlating vulnerabilities of multiple
nodes across multiple exploits and groups the vulnerabilities
for simpler evaluation. Thus, giving administrators a better
depiction of the overall vulnerabilities of the network and
therefore, the opportunity to prioritize patch updates. Further-
more, our tool possesses a 3D stereoscopic component, which
more accurately portrays large datasets and reduces response
time in detecting extremely vulnerable hosts.

B. 3D Stereoscopy Overview

A substantial amount of stereoscopic work has been done
in the areas of human computer interaction (HCI) [19] and
robotics [31], [32]. Currently, no research exists that uses
stereoscopic 3D to provide situational awareness for vulner-
able networks. In the field of HCI, researchers have found
that stereoscopic 3D is superior to monoscopic viewing, with
or without shadow conditions, for enhancing positioning and
resizing accuracy and response time [19]. The use of stereo-
scopic 3D attributed to a 22% reduction time compared to
the use of non-stereoscopic visualizations while performing
positioning tasks. With stereoscopic 3D, individuals can per-
ceive large amounts of visual information, especially if 3D
binocular senses are present. Thus, network administrators
can manipulate multidimensional data and transform it into a
simplified representation for easy analysis. This visualization
is useful in top-down network security tools, that give an
overall state of the network and allows the user to manipulate
views of data to analyze network data at different levels of
granularity. Other stereoscopy work in HCI domain focuses
on examining the human error and response times for tracing
link-node graphs [18]. The work in [18] shows that 3D depth
cues allowed participants to see paths in graphs containing
333 nodes with better than 92% accuracy. Also, it showed
that stereoscopic conditions resulted in the shortest response
times. Additionally, stereoscopic conditions possess substan-
tially lower percent error than non-stereoscopic conditions for
large node sets, particularly 333+ nodes for non-skilled users
and skilled observers could see up to a 1000-node graph with
less than a 10% error rate. This is an order of magnitude better
than the error rate of 2D visualizations. Tracing node-link
graphs is commonly used in network security visualizations
such as those that visualize IPv6 topologies [22], [24], [29].
Other 3D stereoscopic techniques have been used in robotics,
construction, and teleoperation applications (for performing
dexterous tasks to control machines in real-time from a re-

mote location). Within teleoperation applications, the remote
operators were asked to achieve the requested pick-and-place
task swiftly, without any collisions with obstacles. The results
show that the operator saved more than 60% of his/her time
when completing pick-and-place tasks with 3D stereoscopic
visual feedback than its 2D monoscopic counterparts [31],
[32]. Thus, 3D spatial positioning of objects can better portray
using depth in 3D stereoscopic viewing in visual feedback
systems. Our tool and framework take advantage of this HCI
and robotic research and apply it to network security to help
reduce human error and increase response times of network
security administrators.

IV. FRE3DS: A FRAMEWORK FOR RENDERING
ENHANCED 3D STEREOSCOPIC VISUALIZATION

A. System Implementation

The Framework for Rendering Enhanced 3D Stereoscopic
Visualization (FRE3DS) uses rapid prototyping for 3D net-
work security visualizations with stereoscopic support. This
framework is useful for producing rapid customized 3D visual-
izations so that network administrators can easily and quickly
develop various visualizations to efficiently investigate data.

Fig. 2: FRE3DS Layer Model.

The framework uses the C++ Object Oriented Model-View-
Controller paradigm for higher modularity and extensibility.
We used a custom OpenGL 3D widget within a QT frame-
work for its cross-platform capability. Thus, our framework
compiles and runs on Windows, GNU/Linux and Mac OS X
operating systems. To render the content in stereoscopic 3D,
we used an Nvidia Quadro 2000, Nvidia RF 3D Vision Pro
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Shutter Glasses, and a 120 Hz Asus 3D monitor for 60Hz
screen rendering per eye as shown in Figure 3.

Fig. 3: Stereoscopic 3D Visualization Testbed.

The framework uses a layered approach. It takes as input
raw data and outputs a 3D stereoscopic visualization. In the
first layer, a sensor mechanism is used to collect data from
various systems including vulnerability scanners, firewalls,
IDSs, keyloggers and network traffic analyzers. Essentially,
most network sensors can plug into our framework as modules
for easy data visualization. The network sensor provides raw
data to the Attribute Mechanism Layer (AML) that parses,
filters, and stores relevant data such as firewall logs or port
numbers as attributes into a storage location for quick and
easy retrieval.

Next, each attribute is sent to the Coordinate Conversion
Layer (CCL). The CCL converts the security attributes into
3D environment coordinates. Each coordinate is determined
by the type of visualization and depends on the visual repre-
sentation for each attribute. Next, each coordinate is converted
into objects. Objects are actually visual representations for
a particular attribute such as cubes, lines, and planes. Each
object contains a vertex array v0, v1, . . . , vn , a color array
c0, c1, . . . , cn, a texture array t0, t1, . . . , tn, and a normal
array n0, n1, . . . , nn as in typical 3D graphics rendering. The
vertex array consists of the vertices of objects being displayed.
For example, if an IP source address is represented as a cube,
then its vertex array contains 24 vertexes created from one (x,y,
z) coordinate. The color array contains the color coordinates
of the object. For example, a high threat vulnerability object
can possess color coordinates as red.

The texture coordinates are coordinates for objects. Texture
coordinates are beneficial when OS logos are textures on
objects for OS fingerprinting. Normal coordinates are vectors
that are perpendicular to the surfaces of the object and used
to enhance lighting and shadowing depth cues. Each object
is aggregated into a memory allocation array of vertex arrays
and sent to the 3D Security Stereo Scene Generator (SSG).

The SSG adjusts the OpenGL rendering pipeline using
quad-buffer technologies. SSG takes the object data and passes
it through the OpenGL rendering pipeline. The SSG generates
two separate rendering pipelines for each eye. In addition, the
SSG coordinates with the interaction layer to regenerate the
screen based upon user input. The right and left visualizations
are stored to a right and left back buffer. When the object is
rendered to the page, the right and left back buffers swaps
with the right and left front buffers. As a result, the security
visualization is presented to the user. The pipeline creates
two cameras, a left and right camera with a distance of
6.3 centimeters with off-axis frustums and the focal length
positioned at the screen. If an object is positioned with a
positive z-axis value, the object is positioned within the focal
length of the user’s eye and appears to be in front of the
3D monitor. We use this visualization concept to display
vulnerable nodes in front of the monitor for rapid vulnerability
detection. Moreover, the user can manipulate and interact with
the 3D interface by zooming, panning, and selecting by taking
the newly generated vertex data and passing it back through
the pipelines.

V. 3DSVAT: 3D STEREOSCOPIC VULNERABILITY
ASSESSMENT TOOL

A. Visualization Design

Currently, no visualization exists that focuses on 3D stereo-
scopic vulnerability correlations between nodes. Thus, we
propose the 3D Stereoscopic Vulnerability Assessment Tool
(3DSVAT), which assists in rapid detection of vulnerable
nodes using severity level as a function of depth. Furthermore,
3DSVAT uniquely represents the network topology based on
correlations of the vulnerable data for monitoring network
vulnerabilities, management of patch updates, and correlating
vulnerabilities and nodes on a local area network. Conse-
quently, this tool is useful for network situational awareness.

Fig. 4: Side View of 3DSVAT Visual Layout.

3DSVAT distinctly shows an aerial perspective visualization
based on x, y, and z coordinate systems. This visualization
uses the FRE3DS Framework to retrieve attribute input from
the Qualys Guard Vulnerability [33] assessment tool. The
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Attribute Mechanism Layer parses and filters the following rel-
evant attributes: IP, OS, Vulnerability Severity Score, and the
Common Exposure Vulnerability (CVE) identification number.
Next, the CCL converts each attribute into 3D coordinates. The
CCL converts severity scores into coordinates for bar graphs,
OSes into textures, IP address into sets of cubes based on
severity, and CVE identification numbers into scatter plots.
The vertex aggregation layer combines these vertexes and
passes them to the 3D scene generator. The 3D scene generator
creates the left and right cameras, off-axis frustum, and other
components essential for rendering an OpenGL environment.
The 3D environment renders a stereoscopic visualization into
three regions: the Grouped Vulnerability Region, Vulnerability
Type Region, and Stereoscopic Region.

1) Grouped Vulnerability Region: The Group Vulnerability
Region portrays grouped nodes by highest vulnerability score
similar to the Qualys Guard Vulnerability assessment tool [33].
These groups of vulnerabilities are arranged from severity level
1 to 4. The levels are described below:

• A system is labeled as critical (level 4), denoted by the
color red, if its vulnerabilities allow the compromise of
highly sensitive information on a system.

• A system is labeled as serious (level 3), denoted by the
color orange, if its vulnerabilities enable intruders to gain
access to specific information, potentially misuse the host,
or allow unauthorized use of services such as access to
certain files, Denial of Service (DoS) attacks, or mail
relay.

• Medium and minimal levels (Level 2/1), denoted by the
color yellow, are triggered if the nodes’ vulnerabilities
enable intruders to collect specific information about the
hosts, such as version of software.

The group of correlated vulnerabilities allows the administrator
to determine which nodes are the most vulnerable on a network
and most common vulnerabilities between nodes. Furthermore,
this allows administrators to know which vulnerability to patch
first. In addition to grouping, each node contains bar graphs
showing the number of vulnerabilities of lower level grouped
regions.

2) Stereoscopic Region: The Stereoscopic Region displays
urgent level 5 vulnerabilities. The urgent level 5 vulnerabilities
allow intruders to gain full control of hosts including full
read and write access, remote code execution, and backdoors
installations. Since urgent level 5, the highest severity level,
contains vulnerabilities that pose the most serious threats,
stereoscopic technologies are used to enhance awareness of
vulnerable nodes. These nodes are positioned within the focal
length. As a result, with stereoscopic technologies, the nodes
within the Stereoscopic Region are perceived in front of the
physical screen.

3) Vulnerability Type Region: The Vulnerability Type Re-
gion portrays how nodes in a grouped category correlate to
specific vulnerabilities. A list of the common CVE identifiers
is positioned horizontally along the y-axis and the number of
nodes is positioned vertically along the z-axis. This region
shows how specific vulnerabilities correlate to nodes on the

network. For example, if there is only one point in the region,
then all nodes share a single vulnerability. Furthermore, this
section can be filtered based on types of vulnerabilities, such
as buffer overflows or DoS attacks to introduce further details.

B. Implementation

The following figure shows a visualization of an 18-node
LAN network using 3DSVAT. The vulnerability data is a
subset of data taken from a large production network and
modified to portray important capabilities of the 3DSVAT
tool in a 192.168.3.0/24 subnet. This visualization shows
some interesting correlations between the nodes and their
vulnerabilities by introducing the z-direction. In contrast to
2D visualizations, this tool promotes scalability by visualizing
multiple grouped LAN networks. In Figure 4, each node is
grouped by the highest vulnerability level it possesses and is
positioned along the z-axis. In this visualization, three nodes
demonstrate level 5 vulnerabilities as the highest vulnerability
level. Level 5 nodes are located in the stereoscopic region
and when viewed with stereoscopic glasses, these three nodes
(192.168.3.34, 192.168.3.78, and 192.168.3.84) are perceived
to be in front of the monitor to increase the awareness of the
network administrator.

Fig. 5: 3DSVAT Aerial Front View Visualization for 18-node
LAN.

A side view figure is given to better portray the location
of the extremely vulnerable nodes within the visualization.
Accordingly, they are perceived to be closer to the user. Also,
as denoted in Figure 5, each node is categorized based on the
highest vulnerability level it possesses. For example, 7 nodes
possess level 4 vulnerabilities as the highest vulnerability level.
Likewise, 5 nodes possess level 3 as the highest vulnerability
level. If a level 5 node contains more than one vulnerability,
the node is positioned closer to the user. The red node
(192.168.3.78) represents a node where root access exploits
can be quickly found by performing a simple Internet search.
The red node list was compiled by comparing CVE data to
well-known penetration testing sites.

VERSION ACCEPTED FOR PUBLICATION EDUCATIONAL PURPOSES ONLY



Fig. 6: 3DSVAT Aerial Side View Visualization.

In addition, the vulnerability type region demonstrates the
specific vulnerabilities and how they correlate to the nodes in
a group. For example, the yellow level 2 nodes 192.168.3.34,
192.168.3.95, and 192.168.3.132 share the same CVE-2002-
0510 vulnerability type where all hosts are transmitting UDP
packets with a constant IP Identification field. As a result,
an attacker can fingerprint the operating system version and
approximate kernel version of the three vulnerable systems.
Within the level 4 nodes, multiple nodes share multiple vul-
nerabilities across multiple levels. Three level 4 nodes have
vulnerabilities that can allow an attacker to use the NetBIOS
access to steal a remote user list of authenticated accounts on
the node, including guest accounts. In addition, level 4 nodes
192.168.3.6, 192.168.3.6.7 and 192.168.3.9 are susceptible to
man-in-the-middle attacks. Moreover, the level 4 nodes contain
a large number of orange bars. This illustrates that they also
contain a large number of level 3 vulnerabilities. However,
since there are seven nodes with level 4 vulnerabilities, a
network administrator may decide to address the level 4
vulnerabilities first or the administrator may patch the level
5 nodes first to prevent computers from compromising the
entire network. Nevertheless, this visualization allows the
administrator to identify the best strategy possible, which
complies with the security policies of the organization.

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we discuss the use of 2D/3D visualizations
to analyze multidimensional data and format it into a form
suitable for simplified human interpretation and analysis. Al-
though there have been several studies on 2D/3D visualization
techniques for network analysis, there has been little work on
stereoscopic 3D techniques for network security visualization.
FRE3DS allows administrators to absorb and perceive large
amounts of visual information, particularly when the 3D senses
are enabled by binocular vision. It renders both monocular and
binocular depth cues to enhance the administrator’s user ex-
perience, perform faster analysis of the network vulnerability
data, reduce clutter, and increase efficiency. This framework

is extremely beneficial in visualizing hierarchally spatial data
such as subnets. The 3DSVAT tool uses this framework to
reveal vital vulnerability characteristics of local area network
data and determine correlations of vulnerability data between
nodes. This is essential for strategically determining which
node to patch first and rapidly determining highly vulner-
able nodes on networks. In the future, we plan to adapt
our visualization design to the IPv6 address space and the
implementation of other depth cues and its effects on users.
Also, we are interested in the implications of introducing head
tracking in 300+ node visualizations. Overall, stereoscopic 3D
visualizations in network security applications are promising
for vulnerability awareness.
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