
IEEE TRANSACTIONS ON COMPUTER-AIDED DESIGN OF INTEGRATED CIRCUITS AND SYSTEMS 1

MII: A Multifaceted Framework for
Intermittence-Aware Inference and Scheduling

Ziliang Zhang , Cong Liu, Member, IEEE, and Hyoseung Kim , Member, IEEE

Abstract—The concurrent execution of deep neural networks1

(DNNs) inference tasks on the intermittently-powered batteryless2

devices (IPDs) has recently garnered much attention due to its3

potential in a broad range of smart sensing applications. While4

the checkpointing mechanisms (CMs) provided by the state-of-5

the-art make this possible, scheduling inference tasks on IPDs is6

still a complex problem due to significant performance variations7

across the DNN layers and CM choices. This complexity is further8

accentuated by dynamic environmental conditions and inherent9

resource constraints of IPDs. To tackle these challenges, we10

present MII, a framework designed for the intermittence-aware11

inference and scheduling on IPDs. MII formulates the shutdown12

and live time functions of an IPD from profiling the data, which13

our offline intermittence-aware search scheme uses to find the14

optimal layer-wise CMs for each task. At runtime, MII enhances15

the job success rates by dynamically making scheduling decisions16

to mitigate the workload losses from the power interruptions and17

adjusting these CMs in response to the actual energy patterns.18

Our evaluation demonstrates the superiority of MII over the19

state-of-the-art. In controlled environments, MII achieves an20

average increase of 21% and 39% in successful jobs under the21

stable and dynamic energy patterns. In the real-world settings,22

MII achieves 33% and 24% more successful jobs indoors and23

outdoors.24

Index Terms—Embedded software, energy harvesting, real-25

time systems, tiny machine learning.26

I. INTRODUCTION27

INTERMITTENTLY-POWERED batteryless devices (IPDs)28

offer a promising pathway to zero carbon emissions and29

maintenance-free operations. Recent advances have enabled30

them to execute the deep neural network (DNN) inference31

tasks [1], [2], [3], [4], essential for the smart sensing and32

IoT applications. These devices harvest ambient energy from33

the environment and store it in capacitors. Once sufficient34

energy accumulates, IPD executes tasks using this energy35

until depletion. IPDs are typically equipped with two types36

of memory: 1) volatile memory (VM), which is fast but loses37

the data upon shutdown and 2) nonvolatile memory (NVM),38

which is slow but retains the data after shutdown [5]. Since,39
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an IPD turns on and off across power cycles, it must store 40

intermediate computation results from VM to NVM before 41

powering off [6], [7], [8], [9]. 42

Existing research on IPDs primarily centers around check- 43

pointing mechanisms (CMs) that preserve the execution 44

progress across the power failures. Broadly, these mechanisms 45

fall into two types: 1) just-in-time checkpointing (JIT) and 46

2) static checkpointing (ST) using the atomic blocks. JIT [7], 47

[10], [11], [12] checkpoints the system state once at the end 48

of each power cycle, achieving faster speeds but demanding 49

a larger peak memory. On the other hand, ST [1], [3], [8], 50

[9], [12], [13], [14] transforms the program code into smaller 51

atomic blocks of various granularity (e.g., layers, filter, and 52

tiles for DNNs), with the checkpointing code at the end of 53

each block, offering a smaller peak memory but at the cost of 54

speed (Section II-B). 55

Although the existing studies have laid the groundwork 56

for executing the DNN inference tasks on IPDs, significant 57

challenges persist for the real-world deployment. First, the 58

layer-wise structural distinctions of DNNs lead to performance 59

heterogeneity across the layers, demanding an optimal CM 60

for each layer (Section III-A). However, the limited VM size 61

and intermittent power of IPDs make this particularly chal- 62

lenging due to the inevitable device shutdowns experienced 63

by some layers (the shutdown layers). Second, the real-world 64

environments present varying energy patterns, resulting in 65

different shutdown layers for the inference tasks at runtime. 66

Consequently, CMs choices considered to be optimal for one 67

environment may become the worst in another (Section III-B), 68

necessitating a runtime adaption of CMs. 69

Contributions: We present MII: multifacted framework for 70

intermittence-aware inference and scheduling. MII consists of 71

two parts: 1) offline and 2) online. The offline phase addresses 72

the first challenge which requires co-consideration of both 73

the shutdown layers and peak memory usage. Our offline 74

intermittence-aware search method identifies the optimal CM 75

for each layer under a given environment so that each task’s 76

execution time is minimized and the memory constraint is 77

met. The online phase addresses the second challenge, which 78

requires a low-overhead algorithm that quickly captures the 79

environment dynamics and makes adaptations accordingly. 80

MII’s online phase makes scheduling decisions dynamically, 81

aligns the task execution with the power cycles, and adapts 82

CMs according to the actual energy supply and usage patterns. 83

MII also introduces a proactive shutdown feature to mitigate 84

the wasted work problem in a mixed JIT and the ST system. 85

Compared to the existing work, MII achieves an optimal 86
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Fig. 1. Same task execution over shutdown and live times. Environment
variation results in different response times.

execution of each inference task and adapts it to the runtime87

environment with its unique layer-wise CM design.88

We implemented MII on an Apollo4 Blue Plus board and89

tested it against eight DNNs trained from the six datasets.90

We evaluate MII in both the controlled and real-world91

environments and compare it with the three state-of-the-art92

methods [2], [3], [10]. MII achieves an average increase of93

21% and 39% in successful jobs than the other methods94

under stable energy patterns and dynamic energy patterns95

from the controlled environment. MII achieves 33% and 24%96

more successful jobs under indoor and outdoor real-world97

environments.98

II. BACKGROUND99

A. IPD and Intermittent Inference100

An IPD harvests energy from the ambient sources, e.g.,101

solar, wind, radio waves, and vibration. Once sufficient energy102

is accumulated, the IPD turns on and begins the program103

execution during the live time. Although energy harvesting104

can continue during this phase, the device typically consumes105

energy at a faster rate than it accumulates. When the energy is106

depleted, the IPD powers down, waiting for enough energy to107

be harvested (shutdown time) before restarting this process [6],108

[7], [8], [9]. Fig. 1 depicts an example of the task execution109

over the live and shutdown times. Several prior studies [2],110

[5], [12], [15], [16], [17] have enabled multiprogramming and111

priority-based scheduling of tasks on IPDs, with a timekeeping112

ability across power cycles using either the MCU’s deep sleep113

mode or external real-time clock (RTC). In this context, our114

focus is on the inference tasks that should run periodically115

for the practical use in areas, such as smart sensing, which116

periodically samples readings and runs inference tasks for the117

anomaly or object detection [1], [12], [18].118

An intermittent inference task refers to a task executing the119

forward propagation of a DNN under the intermittent power120

because of the on-off power cycles, modern IPDs are equipped121

with both VM and NVM. VM is typically SRAM which is122

fast but small (tens to hundreds of KB in most MCUs) and123

loses all the data when powered off. NVM, such as MRAM124

and FRAM, is larger and slower compared to VM, but it can125

maintain data when powered off. To fully utilize the speed of126

VM in DNN inference, the existing work [3], [19] loads all127

the necessary data to VM, including the input features map128

(IFM), weights (WEI), and output features map (OFM), and then129

performs the computations using the VM data. Before shutdown,130

the calculated OFM from this power cycle is checkpointed to131

NVM, and once the device reboots, IPD resumes the remaining132

inference computations by fetching the checkpointed data to133

VM.134

Fig. 2. Four types of CMs applicable to DNNs: blue is the data read back
to VM and yellow is the data checkpointed each time. (a) JIT checkpointing.
(b) ST-Layer (ST-L). (c) ST-Filter (ST-F). (d) ST-Tiled (ST-T).

DNN inferences keep a large memory footprint during the 135

execution and have a magnitude more data than needed for 136

checkpointing [1], [3], [19]. For example, a tiny seven-layer 137

DNN performing a 32×32 pixel colored image classifica- 138

tion needs to checkpoint 9216 output features to NVM for 139

the largest layer, whereas the noninference tasks, such as 140

thermometer sensing and alarm, only need to checkpoint 141

less than ten outputs [9], [12], [14], [15], [16]. Despite the 142

large memory footprint, loading all the corresponding data 143

(including WEI) to VM during the inference is necessary, as 144

it significantly reduces the NVM accesses and results in up 145

to 51% less response time and 39% longer live time for the 146

same seven-layer DNN compared to the direct read and write 147

in NVM [1], [3].1 148

B. Checkpointing Mechanisms 149

State-of-the-art CMs fall into two categories: 1) JIT and 150

2) ST. JIT [7], [10], [11] makes a checkpoint of the entire 151

system’s states to NVM when the shutdown is imminent. The 152

device’s energy level, i.e., the capacitor voltage is constantly 153

polled and compared with a predefined voltage threshold 154

(the JIT threshold) that guarantees a successful checkpoint- 155

ing [11], [12]. When the capacitor voltage falls below the 156

JIT threshold, JIT checkpoints the system states to NVM 157

so that the IPD can be safely shut down without losing 158

its progress [10]. Although JIT enjoys fast execution speed 159

by checkpointing only once per power cycle, it demands a 160

substantial amount of the memory. JIT needs to checkpoint 161

both the IFM and OFM of the current layer since the previous 162

checkpoint may not have saved the previous layer’s OFM (the 163

current layer’s IFM). A detailed memory access pattern of JIT 164

is shown in Fig. 2(a). 165

ST entails transforming the original task into the atomic 166

blocks and performing a checkpointing at the end of each 167

atomic block [1], [3], [9], [12], [13], [14]. If a shutdown occurs 168

in the middle of a block, the IPD resumes from the last check- 169

point upon reboot and re-executes the block. Since, any code 170

with write-after-read (WAR) can disrupt idempotency, methods 171

have been studied to construct the atomic blocks to guarantee 172

the memory consistency and correct execution [8], [13], [20]. 173

In the context of DNNs, an inference task can be divided into 174

1This holds for IPDs that run CPU and SRAM at higher clock rates than
MRAM or FRAM, such as our platform. For others like MSP430, loading
WEI may be considered optional.
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the atomic blocks of various granularities shown in Fig. 2(b)–175

(d).2176

1) ST-L (Layer): Due to its explicit IFM and OFM struc-177

tures, each layer of a DNN can be naturally modeled178

as an atomic block, achieving ST at the layer-level179

granularity. ST-L is generally the fastest among all the180

STs, but it needs to load all the IFM, WEI, and OFM181

of that layer, resulting in the largest peak memory size182

among all the STs.183

2) ST-F (Filter): In convolution layers, a filter is convolved184

across the IFM to compute a feature vector output. By185

rewriting each filter convolution into a separate atomic186

block, ST is attained at the filter granularity [1], [2].187

ST-F is generally slower than ST-L due to its finer-grain188

block size; however, ST-F requires less memory than189

ST-L by loading partial IFM and OFM. Note that, ST-F190

still needs to load the entire WEI of the layer for its191

filter-wise computation.192

3) ST-T (Tile): Inference can be further broken down193

by reorganizing into a tiled structure [3]. ST-T can194

be achieved by converting each tile’s execution into195

an atomic block. Hence, unlike ST-F, ST-T can do196

computation with only a portion of WEI, thereby further197

reducing the peak memory with a potentially longer198

execution time.199

C. Environmental Effects200

In the real-world scenarios, the dynamics of the environment201

lead to significant changes in the energy harvesting rate,202

resulting in different response times for the same task on203

an IPD. Fig. 1 illustrates this phenomenon under the solar204

energy. Compared to the case of the sunny light conditions,205

the shutdown time under the cloudy conditions is obviously206

longer due to the lower harvesting rate. The live time is shorter207

because the device still harvests energy while it is executing208

the inference task but the harvesting rate is lower.209

The variation of the environment is therefore the key chal-210

lenge in scheduling tasks on an IPD. Existing work addresses211

this in two categories: 1) energy prediction and 2) workload212

reduction. Energy prediction methods [15], [16], [17] assume213

a priori knowledge of the future energy patterns or predict214

based on the previous patterns. However, the prediction can215

never be perfect due to the sporadic nature of the environment,216

and the use of more complex models increases overhead.217

Conversely, workload reduction [2], [14], [23], [24], [25]218

reacts to environmental changes by reducing the workload219

(e.g., skipping some layers of DNNs, called “early termina-220

tion” [2]) as the harvesting rate reduces. Its limitations include221

the degradation in output quality, and the extra efforts and222

overhead to enable early termination. More importantly, in the223

DNN inference, the entire layer OFM has to be loaded in VM224

for an early-exit classifier or model to begin the execution [2].225

This makes it unable to keep the peak memory usage smaller226

2This approach of leveraging the DNN structure is motivated by iNAS [3],
which offers benefits over the general programming language-based [21] and
compiler-assisted [22] methods by ensuring that the blocks fit into the device
memory without requiring the extensive manual effort and code changes.

than the layer OFM, potentially limiting the IPD from running 227

the multiple inference tasks. 228

D. System Model 229

We consider an IPD equipped with a fixed-size capacitor 230

and a solar panel for energy harvesting, and with an RTC for 231

timekeeping. The system has m periodic DNN inference tasks. 232

Each task τi releases a job according to its period, and each job 233

performs one inference of the task’s DNN with the ηi layers. 234

Due to the nature of intermittent computing, we do not aim to 235

execute all the jobs of tasks; instead, we focus on maximizing 236

the number of jobs that successfully complete their execution. 237

If a job cannot finish before the start of the next period, it 238

continues executing in the next period and the next period’s 239

job is skipped to prevent the overloads. The system may have 240

other noninference tasks, e.g., the sensor and peripheral tasks, 241

but they are not the main focus of this article and their CMs 242

are statically determined as done in the prior work [12], [16], 243

[17], [18], [24]. 244

The system has Vipd KB of memory in VM for the inference 245

tasks. In practice, the DNN models for MCUs dynamically 246

allocate and free memory from the heap space for each layer’s 247

execution. Thus, Vipd essentially indicates the heap area size, 248

and for each task, the layer that uses the most heap memory 249

determines the peak memory usage of that task. 250

III. MOTIVATION 251

A. Checkpointing Tradeoff on Intermittent Inference 252

To understand the effect of CMs on the execution time 253

and memory usage of a DNN inference job, we set up an 254

experiment evaluating both the JIT and all the granularities 255

of ST (ST-L, ST-F, and ST-T) with three DNNs on the 256

MNIST and CIFAR10 datasets. Each DNN name is given by 257

“dataset name - # of layers.” We chose the DNNs and datasets 258

following the prior work [1], [2], [3] as they are used in the 259

real-world applications like the wildlife monitoring. We tested 260

the DNNs on an Apollo4 Blue Plus board due to its sufficient 261

VM size to run these DNNs under all the four CMs. 262

We first applied each CM to the entire DNN, as done 263

in the prior work [1], [2], [3] under the continuous power 264

from the USB. As shown in the top of Fig. 3, JIT yields 265

shorter execution times and consumes larger memory than ST, 266

whereas ST uses a small memory size at the cost of longer 267

execution time. This tradeoff occurs due to their inherent 268

differences in checkpointing. JIT loads the entire layer’s IFM, 269

OFM, and weights to the VM during execution. This results 270

in the peak memory size matching that of the largest layer 271

within the system. On the contrary, ST only fetches a portion 272

of the layer data as described in Fig. 2 so that it can maintain 273

a small memory footprint. However, it needs to checkpoint the 274

calculated results to NVM after each block. As the granularity 275

of ST decreases from the layer level to the tile level, we 276

observe an increase in inference latency and a decrease in peak 277

memory usage. 278

We further break down the overall inference execution 279

time into individual layers and characterize the layer-wise 280

performance. Fig. 3 bottom shows the layer-wise relative 281



4 IEEE TRANSACTIONS ON COMPUTER-AIDED DESIGN OF INTEGRATED CIRCUITS AND SYSTEMS

Fig. 3. Top: JIT versus STs of various granularity tradeoff space. Bottom:
layer performance heterogeneity under JIT and STs.

execution time of the DNN inference under different CMs282

for all three DNNs. As depicted in the figure, each layer283

experiences a different execution time depending on the CM284

used, which is not consistent with the general expectation that285

JIT is faster than ST. For instance, when executing CONV4,286

which has a large IFM and small OFM, JIT takes longer287

execution time and yields worse performance compared to288

ST-F and ST-L (the left-most red text) because JIT has to289

checkpoint the entire IFM of CONV4. ST-F achieves the best290

performance (the top green text) due to the small OFM of291

CONV4, which reduces the checkpointing overhead of ST-F.292

However, if we choose ST-F as the CM across all the layers of293

the job, it gives the worst performance for the layer CONV0,294

which has a large OFM and small WEI (the bottom red text).295

This is because the large OFM of CONV0 results in ST-F296

having a greater checkpointing overhead than the other CMs.297

Obs. 1: For DNN inference tasks, relying on a single CM, as298

done in the prior work may result in suboptimal performance,299

thereby requiring an optimal CM choice for each layer.300

We therefore advocate a layer-wise adoption of different301

CMs. Although it may seem straightforward to choose the302

optimal CM for each layer, solving such a problem under an303

intermittent power condition is challenging. Fig. 4 compares304

the cumulative live time of each layer, i.e., the time that305

the device is live for inference and checkpointing, under the306

intermittent power with a 2 mF capacitor and 12 400 lux307

lighting condition. As depicted, the optimal CM choice under308

the continuous power (“no-shutdown” in the legend) becomes309

often suboptimal under the intermittent power which causes310

the device to shut down at least once (“shutdown”). Also, the311

optimal CM chosen under the continuous power can make a312

layer trapped in the endless loop of re-execution. For instance,313

ST-L is the optimal CM for the CONV4 layer of CIFAR10-7314

under the continuous power. However, ST-L makes it unable315

to checkpoint before shutdown under the intermittent power316

resulting in infinite execution time.317

Obs. 2: Due to shutdown, the optimal CM choice for each318

layer of an interference task under the intermittent power may319

diverge from the one made under the continuous power.320

Fig. 4. Total live time of layers in the presence of shutdown.

Fig. 5. Top: live time per power cycle when running CIFAR10-7 in various
light conditions (CIFAR10-12 and MNIST-7 have the same pattern). Bottom:
the shutdown layers of all three DNNs in two light conditions.

B. Intermittent Inference Under Environment Variations 321

To find out how the change in energy harvesting patterns 322

affects the inference performance, we first focus on the live 323

time of an IPD, which directly affects the response time of an 324

inference task as discussed in Section II-C. We use the same 325

three DNNs and run them each separately in various light 326

conditions. The top part of Fig. 5 shows the average live time 327

per power cycle when running the CIFAR10-7 model under 328

different CMs and light conditions. From the results, we find 329

that live time varies significantly with the light conditions, 330

and that under the same light condition, the live time is only 331

marginally affected by CMs and tasks. For example, under 332

38 325 lux lighting, the live time in each power cycle for all 333

three DNNs is 1236ms. On the other hand, if we change the 334

lighting to 29625 Lux, the live time per power cycle changes 335

to 743 ms. Some fluctuations may be observed depending on 336

the CMs or tasks, but they are within the 6% and 7% range 337

of the live time. 338

To further explore the effect of CMs and environment 339

conditions on the intermittent inference, we characterize the 340

shutdown layers, which are the subset of layers of an inference 341

job that experience the shutdowns during their execution. The 342

tables at the bottom of Fig. 5 depict the shutdown layers of 343

each DNN job in two representative light conditions. The 344

shutdown layers of each DNN vary significantly with the CM 345

used and the given light condition. Recall our discussion in 346

Section III-A and with Fig. 4. The optimal CM when the 347

layer does not shut down becomes often suboptimal or even 348

the worst if a shutdown occurs for that layer. Vice versa, if 349

we choose the optimal CM assuming that the layer always 350

experiences a shutdown, such a CM will likely perform worse 351

when there is no shutdown. 352

From the above two experiments on the live time and 353

shutdown layers, the following observation can be made. 354

Obs. 3: While both live time and shutdown layers play 355

significant roles in determining the optimal CMs, they can vary 356
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Fig. 6. Overview of the proposed MII framework.

drastically with environmental conditions. Consequently, there357

is a strong need for runtime adaptation with low overhead.358

IV. MII DESIGN OVERVIEW359

Fig. 6 presents the overview of our MII framework,360

designed to address the two key challenges elaborated with361

our observations in Section III. We illustrate each challenge362

in a separate paragraph and propose the MII’s solutions.363

Motivated by Obs. 1 and 2, MII introduces an offline phase364

to tackle the challenge of finding a layer-wise optimal CM365

solution under a given environment, while considering the366

possible device shutdowns and device memory constraints. We367

opt for an offline solution because the profiling of the DNN368

execution time and memory footprint on a perlayer basis is369

feasible only in an offline setting. In 1 , the offline phase370

models the energy supply pattern of a given environment371

condition e into the cumulative shutdown time Se(n) and372

cumulative live time Le(n) functions, where n is the number373

of power cycles. In 2 , the offline intermittence-aware CM374

search finds the optimal CMs for the layers of each task to375

minimize their execution time while adhering to the device376

memory constraint.377

Stemming from Obs. 3, actual energy supply patterns can378

vary drastically at runtime, which requires a timely adaption379

of CMs to cope with changing environmental conditions.380

Therefore, MII presents an online phase to tackle this chal-381

lenge. The MII scheduler in 3 takes into account the CMs382

found at the offline phase and updates the offline Se(n) and383

Le(n) to their online versions, Se′(n) and Le′(n) based on the384

online shutdown and live times, and ŝ and l̂ collected using385

an on-board RTC. The scheduler harmonizes task execution386

with the power cycles, makes scheduling decisions based on387

the online energy pattern, and employs the proactive shutdown388

to mitigate the wasted work problem in a mixed JIT and the389

ST system. Finally, we introduce the online adaption method390

in 4 , which adapts the CMs according to the latest Se′(n)391

and Le′(n) using a linear heuristic search for each scheduled392

inference task.393

V. OFFLINE PHASE394

A. Modeling Shutdown and Live Time Patterns395

Before conducting the offline CM search, we model the396

energy supply pattern of a given environmental condition e397

based on the profiling and formulate it into the shutdown and398

live time functions, Se(n) and Le(n).399

Fig. 7. Cumulative shutdown time Se(4) and live time Le(4) of an intermittent
inference task τ1.

Recall that the execution of a job of an inference task τi 400

can take multiple power cycles as illustrated in Fig. 7. We 401

denote the shutdown time of τi during the jth power cycle 402

in an environment condition e as ŝe
i,j, and the live time as 403

l̂ei,j. During each ŝe
i,j, the IPD remains off, only harvesting 404

energy. Conversely, during each l̂ei,j, the IPD powers on and 405

starts consuming the capacitor’s energy to execute τi while still 406

harvesting energy. Given the IPD’s fixed capacitor size, we 407

make the assumption A1 about the shutdown time as below. 408

A1: The duration of shutdown in the jth power cycle is solely 409

affected by the environment condition e, not by any task 410

on the IPD. Hence, for ease of presentation, we use ŝe
j 411

to denote the shutdown time for the jth power cycle. 412

This is a valid assumption because at the beginning of the jth 413

power cycle, the voltage level of the IPD’s capacitor is at the 414

power-off voltage regardless of the type of tasks executed in 415

the previous power cycle, and the IPD turns on only when it 416

reaches the power-on voltage, the timing of which is affected 417

by the energy harvesting rate. Hence, with A1 and the profiled 418

ŝe
j data, we can represent the shutdown time as a function of 419

the number of power cycles. 420

Definition 1 (Cumulative Shutdown Time): Se(n) gives the 421

cumulative maximum shutdown time over the n consecutive 422

power cycles in an environment condition e. Given N � n 423

shutdown time profiles, Se(n) can be obtained by 424

Se(n) = max
1≤k≤N−n+1

n+k−1∑

j=k

ŝe
j . (1) 425

Fig. 8 top plot gives an example of Se(n) in various real- 426

world environment conditions (the x-axis indicates n). Static 427

and dynamic light are collected under a controllable artificial 428

light source, whereas sunny and cloudy are collected under the 429

natural sunlight under two different weather conditions. For 430

each condition e in this figure, Se(n) determines a conservative 431

estimate of the total time required to charge the IPD for 432

the execution across the n power cycles. Note that, Se(n) is 433

nonlinear, e.g., Se(n+ 1) ≤ Se(n)+ Se(1). 434

Unlike the shutdown time, the live time of an inference 435

task, l̂ei,j, depends not only on the energy harvesting rate of 436

the environment e but also on the energy consumption rate of 437

the system. As shown in Section III-B with Fig. 5, the energy 438

harvesting rate is the dominant factor in the live time per power 439

cycle, while the variation due to the type of tasks or CMs 440

is relatively small (less than 7% of the live time per power 441

cycle). We therefore make the following assumption A2. 442

A2: While turned on, the energy consumption rate of the IPD 443

is the same for all the tasks. 444
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Fig. 8. Top: cumulative maximum shutdown time Se(n) under different
environment condition e. Bottom: cumulative minimum live time Le(n) for
CIFAR10-12 inference task τC12.

Strictly speaking, this assumption is not necessarily true445

because tasks may have different memory and I/O access446

patterns. However, since our work focuses on DNN inference447

tasks that do not involve direct I/O access and the energy448

harvesting rate has a much higher impact on the device’s live449

time per power cycle, we find A2 works well in practice. With450

A2, we use l̂ej to denote the live time for the j-th power cycle451

and derive a live time function Le(n), similar to Se(n).452

Definition 2 (Cumulative Live Time): Le(n) gives the cumu-453

lative minimum live time over the n consecutive power cycles454

in an environment condition e. Given N � n live time profiles,455

Le(n) can be obtained by456

Le(n) = min
1≤k≤N−n+1

n+k−1∑

j=k

l̂ej . (2)457

Unlike Se(n), Le(n) captures the minimum cumulative time.458

This allows us to have a conservative estimate of the time459

available for the task execution over the n power cycles. We460

can use Le(n) to find out how many power cycles are needed to461

execute a job of a task, assuming no other tasks are executing462

in the system. For instance, if a job has the execution time of463

t units, finding n that satisfies Le(n − 1) < t ≤ Le(n) tells us464

the number of power cycles involved. Hence, we can derive465

an inverse function, Le(t), which gives the number of power466

cycles for the t units of execution.467

Fig. 8 bottom illustrates Le(n) during one job execution of468

the CIFAR10-12 inference task under the same four real-world469

environments. Obviously, it takes the least number of power470

cycles in the sunny condition. Both Se(n) and Le(n) are stored471

in the device’s NVM so that the scheduler can access them472

for the online adaptation.473

The execution time and memory usage of each layer of a474

task τi are affected by the CM choice and whether the layer475

experiences shutdown during the execution (Section III-B).476

Therefore, for each layer k of τi, we record two lists477

of execution times with JIT, ST-L, ST-F, and ST-T:478

(aJIT
i,k , aST-L

i,k , aST-F
i,k , aST-T

i,k ) represent times without shutdown479

(“alive”) and (dJIT
i,k , dST-L

i,k , dST-F
i,k , dST-T

i,k ) denote times with shut-480

down (“dead”). We also record the maximum memory usage481

of the kth layer of τi under four CMs: 1) (vJIT
i,k ; 2) vST-L

i,k ; 3)482

vST-F
i,k ; and 4) vST-T

i,k ). For ease of reference, we introduce the483

functions ai(x, k) and di(x, k) to obtain the execution times of484

the τi’s layer k under a given CM x when the layer is alive485

Algorithm 1: Minimize Task Execution Time
1 ετi [0][1 · · ·Vipd]← 0; cmτi [0][1...Vipd]← ∅;
2 for V ∈ {1 · · ·Vipd} do
3 for k ∈ {1 · · · ηi} do
4 minε ←∞; mincm ← ∅;
5 for x ∈ {JIT, ST-L, ST-F, ST-T} do
6 if vi(x, k) > V then
7 continue; /* Ignore CM violating mem limit */;
8 end
9 val← ετi [k − 1][V]+ ai(x, k) /* No shutdown */;

10 if Le(val) 
= Le(ετi [k − 1][V]) then
11 val← ετi [k − 1][V]+ di(x, k); /* Shutdown */;
12 end
13 if minε > val then
14 minε ← val; mincm ← x;
15 end
16 end
17 ετi [k][V]← minε ;
18 cmτi [k][V]← cmτi [k − 1][V] ∪ mincm;
19 end
20 end

or dead respectively. We also introduce a function vi(x, k) for 486

the memory usage. 487

B. Offline Intermittence-Aware CM Search 488

Our goal is to determine layer-wise CMs to minimize the 489

solo execution time of a task τi across the power cycles, i.e., 490

when τi runs without the temporal interference from the other 491

tasks, while ensuring that the collective peak memory usage 492

of all the tasks stays within the IPD’s memory constraint, 493

Vipd. We solve this problem through a two-level dynamic 494

programming approach. 495

First, we minimize each task τi’s execution time under a 496

memory constraint V . Let us define ετi [k][V] as follows: 497

ετi [k][V] = τi
s collective execution time from 498

layers 1 to k, while not exceeding the 499

memory constraint V . 500

cmτi [k][V] = CMs achieving ετi [k][V]. (3) 501

As each layer uses nonzero memory, ετi[k][0] = ∞ and 502

cmτi [k][0] = ∅ for all k ≤ ηi. The execution time of the 503

layers 1 to k can be found by considering the occurrence of 504

shutdowns. The peak memory usage of a task τi is determined 505

by the layer that uses the most memory among all the 506

layers. Hence, we can compute ετi [k][V] and cmτi [k][V] using 507

Algorithm 1. 508

Algorithm 1 iterates over the memory size V from 1 to 509

Vipd, and for each V , iterates over the layers from 1 to ηi. 510

For each layer k, it considers four CMs (line 5). Recall that 511

the peak memory usage of τi is determined by the layer with 512

the maximum usage, not by the summation of all the layers. 513

Hence, if the use of a CM x for the kth layer violates the 514

memory constraint V , that CM x should be ignored (line 6). 515

If the kth layer has no shutdown, the cumulative execution 516

time up to the layer k is calculated by summing ετi [k− 1][V] 517

and ai(x, k) (line 9). If a shutdown occurs during the layer k, 518

the total number of power cycles up to the layer k − 1 will 519

be different from the number up to the layer k (obtainable 520

using the pseudo-inverse function Le(t)), and di(x, k) needs 521
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Algorithm 2: MII Online Scheduler

1 Input: Se′ (n), Le′ (n), l̂ and tprev in NVM;
2 tstart ← RTC_now(); ŝ← tstart − tprev;
3 /* Power Cycle Harmonizing (PCH) */;
4 Qtasks ← Tasks arrived by tstart but not finished their jobs;
5 for ∀τi ∈ Qtasks do
6 Assign_Priority(τi); /* LST */;
7 end
8 /* CMs Adaptation */;

9 if Se′ (1) < ŝ ∨ Le′ (1) > l̂ then
10 Update Se′ (n) and Le′ (n); /* Stored in NVM */;
11 for ∀τi ∈ Qtasks do
12 cmτi ← Online_Adaptation(τi);
13 end
14 end
15 /* Task Scheduling*/;
16 while Qtasks 
= ∅ do
17 τi ← Pick_Highest_Priority(Qtasks);
18 if cmτi 
= JIT then
19 Check_Proactive_Shutdown();
20 end
21 Run(τi);
22 if τi completed its job then
23 Qtasks ← Qtasks \ τi;
24 end
25 end
26 /* Qtasks = ∅ or JIT threshold or Proactive Shutdown triggered */;
27 Save the states of JIT tasks to NVM;
28 tprev ← RTC_now(); /* Store in NVM */;
29 l̂← tprev − tstart; IPD Shutdown;

to be used instead (line 11). Once the algorithm finishes,522

ετi [ηi][Vipd] gives the minimum execution time of τi under the523

memory constraint.524

The next step is to minimize the collective sum of solo525

execution times of all the m tasks under the device’s memory526

constraint. The memory usage of the system � is determined527

by adding up the peak memory usage of each task τi ∈ �. Let528

us define E�[i][V] as the minimum sum of the solo execution529

times of the i tasks (from τ1 to τi) in � with the memory530

constraint of V , and CM�[i][V] as the corresponding CM531

information. This can be solved by dynamic programming with532

the following recurrence relation:533

E�[i][V] = min
1≤j≤V−1

E�[i− 1][j]+ ετi [ηi][V − j] (4)534

and with j found for E�[i][V]535

CM�[i][V] = CM�[i− 1][j] ∪ {cmτi [ηi][V − j]}. (5)536

The initial conditions are537

E�[0][1 · · ·Vipd] = 0, E�[1][1 · · ·Vipd] = ετ1 [η1][1 · · ·Vipd], and538

CM�[0][1 · · ·Vipd] = ∅, CM�[1][1 · · ·Vipd] = cmτ1 [η1][1 · · ·Vipd].539

For all the m tasks in �, the solution is given by E�[m][Vipd]540

and CM�[m][Vipd]. We use CM�[m][Vipd] as the initial CM541

settings of the tasks when the system is deployed. Also, we542

store each task’s peak memory usage corresponding to the543

solution as Mτi in the device’s NVM since it will be used as544

guidance by the online adaptation.545

C. MII Online Scheduler546

The main goal of our scheduler is to make task scheduling547

decisions based on the environment condition at runtime e′.548

Fig. 9. MII online scheduler with three tasks. Each task τi is characterized
by (execution time and period). PCH delays the execution of τ2’s second job.
Proactive shutdown is shown by hatched gray boxes.

The pseudocode of the scheduler is given in Algorithm 2, 549

which begins upon each reboot. Upon start, the scheduler uses 550

the onboard RTC to compute the online shutdown time of the 551

current power cycle, denoted as ŝ, by taking the difference 552

between the timestamp recorded at the previous shutdown, 553

tprev, and the current timestamp at the start, tstart (line 2). It 554

also estimates the online live time l̂, calculated at the end of 555

the final power cycle (line 29). These ŝ and l̂ are used to 556

determine the condition to trigger the online CM adaptation, 557

presented in the next subsection. The other components of the 558

scheduler are explained below. 559

Power Cycle Harmonizing (PCH): An arbitrary arrival of 560

periodic tasks is one of the reasons causing runtime deviations 561

from the power cycle used by our offline search. To address 562

this issue, our scheduler introduces PCH, which harmonizes 563

the task execution with the power cycle. PCH forces the 564

scheduler to take into account only the tasks that have either 565

arrived by tstart or those that have not finished their job 566

execution within their periods (line 4, Qtasks). Therefore, the 567

execution of any task that arrives during the live time of 568

the current power cycle is deferred to the next power cycle, 569

allowing the CM choices of the tasks not to be disrupted by 570

newly arriving tasks. Fig. 9 gives an example of the scheduling 571

behavior with PCH. For the nth power cycle, the start of 572

execution for all the three tasks is harmonized to the end of 573

ŝn, ensuring that the n+ 1 power cycle begins when the IPD 574

turns off. 575

Task Scheduling: For the tasks found by PCH, Qtasks, 576

our scheduler uses a variant of the least slack time (LST) 577

scheduling policy to dynamically change the task priorities, 578

with each task’s period as its deadline (lines 5 and 6). Our 579

LST variant checks slack time at the boundary of each layer 580

execution to mitigate the overhead of the standard LST. The 581

reason behind the use of LST is the following. Since, DNN 582

inference jobs are relatively long, their response times can be 583

easily greater than their periods and the unscheduled jobs are 584

skipped from the execution. If we use the other policies like 585

EDF which is a job-level fixed-priority policy, a long-running 586

job may dominate the live time over the multiple power cycles 587

as its priority does not change until completion, leading to 588

starvation to the other jobs and resulting in a disproportionate 589

number of successful jobs per task compared to their periods. 590

In other words, the use of LST can help achieve fairness in 591

skipped jobs across tasks, as we will show in our evaluation. 592

After updating CMs with the online adaption (lines 9–12), 593

the scheduler proceeds to execute the tasks in Qtasks in the 594
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priority order and remove it from Qtasks upon successful job595

completion (lines 16–25).596

Proactive Shutdown: With ST, an IPD may shut down597

during the execution of an atomic block and re-execute it in598

the next power cycle. The re-executed portion is called wasted599

work [1], [6], [12], [13]. Although existing work mitigates this600

by voluntarily shutting down the IPD after a fixed number of601

calculations [3], it no longer works in a multitask system with602

a mixture of JIT and ST because the JIT threshold can be603

triggered at any time of atomic block execution. To address this604

problem, we propose a proactive shutdown method. Proactive605

shutdown can be triggered by the scheduler before running any606

task τi that uses ST as its CM (line 19). The scheduler proceeds607

with τi’s execution only if the stored energy is enough to608

execute at least a single block of τi. Otherwise, it makes the609

device shut down (line 26). This can also be triggered when610

no other task to execute (Qtasks = ∅) or the JIT threshold611

is met. The overhead of the proactive shutdown is negligible612

since it only requires an ADC reading at the end of each ST’s613

block. Furthermore, for any JIT-enabled IPDs, ADC reading614

is already a prerequisite [7], [10], [11], [26].615

One might have a concern that the proactive shutdown616

turns the IPD off earlier and shortens the shutdown time ŝ617

(Fig. 9 hatched gray boxes), which might affect the condition618

to trigger the online adaption. However, since the online CM619

adaption is triggered only when ŝ reaches a larger value620

than expected (explained in the next subsection), unnecessary621

online adaptations are effectively prevented.622

D. Online CM Adaption623

To enable online CM adaptions, MII maintains Se′(n) in624

NVM, which is an online version of the cumulative shutdown625

time Se(n) and initialized as Se′(n) = Se(n). Also, Le′(n), an626

online version of the live time Le(n), is also maintained in627

NVM and initialized as Le′(n) = Le(n). Both Se′(n) and Le′(n)628

are given as input to the scheduler since they are essential629

to quantify the deviation between the online environment630

condition e′ and the profiled environment condition e.631

Recall Definitions (1) and (2). If the IPD follows Se′(n) and632

Le′(n), both ŝ ≤ Se′(1) and l̂ ≥ Le′(1) hold for one power cycle633

(n = 1), indicating no shift of environment. Otherwise, either634

ŝ > Se′(n = 1) or l̂ < Le′(1) (line 9), meaning a potential635

shift of environment; hence, the scheduler first updates Se′(n)636

and Le′(n) with ŝ and l̂ (line 10), and then triggers the online637

adaptation (line 12). Since the direct use of the offline search638

algorithm (Section V-B) for the online adaption introduces a639

huge overhead, we take a heuristic approach presented below640

to find a near-optimal solution by using the offline solution’s641

pertask memory usage, Mτi , as a constraint for τi.642

The online adaptation is done individually for each task643

τi ∈ Qtasks to update task’s CM list cmτi [0 · · · ηi]. It initializes644

cmτi [1 · · · ηi] as follows: for each layer k of τi, cmτi [k] =645

arg minx ai(x, k), where x ∈ {JIT, ST-L, ST-F, ST-T} ∧646

vi(x, k) ≤ Mτi . This discards any CM that causes the memory647

usage to exceed Mτi , and chooses the CM giving the mini-648

mum execution time without considering the shutdown during649

the execution. It also uses a vector variable ετi[1 · · · ηi] to650

keep track of each layer’s execution time corresponding to651

Fig. 10. Five controlled energy patterns represented as the lighting in a unit
of illumination (lux). E1 and E2 are static lighting, whereas E3, E4, and E5
are dynamic lighting.

cmτi [1 · · · ηi]. Then, it takes the following steps to take into 652

account the effect of shutdown for each τi. 653

1) Start with the first power cycle n = 1. 654

2) Find a layer K that experiences a shutdown in the power 655

cycle p. Such a layer K satisfies:
∑K−1

k=1 ετi [k] ≤ Le′(n) 656

and
∑K

k=1 ετi [k] > Le′(n). 657

3) If K is found, this means the layer K is a shutdown 658

layer. Hence, update ετi [K] = minx di(x, K) and cmτi = 659

arg minx di(x, K). 660

4) Repeat steps 2 and 3 until K reaches ηi. 661

This method takes a linear search approach, much faster 662

than the offline algorithm. However, its optimality may be 663

compromised due to its reliance on the Mτi determined offline. 664

Nonetheless, by incorporating Le′(n) which is continuously 665

updated for the current environment e′, this approach offers 666

substantial benefits as we will demonstrate in the evaluation. 667

VI. MII IMPLEMENTATION 668

Energy Source: For the continuous power source, we used 669

an X-NUCLEO-LPM01A. For the intermittent energy source, 670

we harvested energy using an LTC3588 energy harvester and 671

solar cells of 1.5 W peak power. We regulated the input voltage 672

of IPD to 1.8 V and stored the harvested energy in a set of 673

capacitors with the size of 1 mF. During the operations, the 674

capacitor’s voltage range is 2.87 to 4.03 V. 675

Evaluation Hardware: We chose the Ambiq Apollo4 Blue 676

Plus evaluation board that has an ARM Cortex-M4 MCU, 2 677

MB MRAM as NVM, an on-board RTC unit for timekeeping,3 678

and an on-board ADC for the capacitor voltage monitoring. 679

DNN Setup: We selected eight DNN models and categorized 680

them into three test cases (TCs) based on their dominant 681

layers. Details of these DNNs are found in Table I. 682

Our current implementation did not use the hardware accel- 683

eration for the DNN execution. However, since MII performs 684

all the computations in the VM for both the JIT and ST, it can 685

be safely adapted to the hardware acceleration features that 686

usually require direct access to the data in the VM, e.g., TI’s 687

low energy accelerator (LEA). We leave such extensions as 688

part of the future work. 689

VII. CONTROLLED ENVIRONMENT EVALUATION 690

A. Evaluation Setup 691

Controlled Energy Patterns: We conducted a three months 692

study of the lighting condition changes inside a greenhouse 693

environment and identified six distinct energy patterns 694

(E0–E5) that can capture more than 97% of the lighting 695

3The RTC circuit ran with its own dedicated capacitor and it did not
deplete during the experiment. For more reliable timekeeping, techniques like
“persistent clocks” [27] can be considered.
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TABLE I
DNNS CONFIGURATION

Fig. 11. System runtime breakdown when running four DNNs of TC1 under
the continuous (the left) and intermittent (the right) power.

conditions during daytime. Apart from E0, the continuous696

power, E1 to E5 are all the intermittent power, and their energy697

patterns in one hour are shown in Fig. 10.698

Baseline Configuration: We compare MII against the three699

established and state-of-the-art methods: QuickRecall [10]700

which is a JIT checkpointing-only system, iNAS [3] which701

uses ST-T with a tile size determined offline, and Zygarde [2]702

which uses ST-F and an early-exit model comprising manda-703

tory and optional layers. For a fair comparison, we adjusted704

several settings of each method: in QuickRecall, we deter-705

mined the JIT threshold to ensure the successful checkpointing706

of all the JIT tasks in the system. In Zygarde, we set the707

first layer of each model as a mandatory layer since at least708

one layer OFM is needed for the early exit. Also, we marked709

an inference result from a mandatory job as successful if it710

matched the result of a complete job. It is worth noting that711

the evaluation of Zygarde subsumes SONIC [1], which also712

focuses on the intermittent DNN inference, because Zygarde713

extends SONIC’s APIs and has shown to outperform SONIC.714

In iNAS, we derived appropriate tile parameters by balancing715

the peak memory usage and execution time. Although a716

larger tile size can shorten execution time by improving the717

data reuse, it increases peak memory size, leading to out-of-718

memory if multiple tasks are executed concurrently.719

Test Cases and Job Generation: The evaluation encom-720

passes eight DNNs in three TCs given in Table I. To evaluate721

the performance of individual and combined TCs that represent722

different task sizes, we consider four scenarios: (A) All TC1:723

all the four DNNs in TC1; (B) TC1+TC2: two DNNs (C7724

and M7) selected from TC1 and one model (FC4) from TC2;725

(C) TC2+TC3: one model (autoencoder) from TC2 and one726

model (DSCNN) from TC3; and (D) TC1+TC3: two DNNs727

(C7 and C12) from TC1 and one model (MBV1) from TC3.728

Each model is executed by a distinct task on FreeRTOS. We729

schedule the tasks with specific periods, as will be shown by730

the number of generated jobs in the later sections. We scale731

task periods w.r.t. the energy pattern because less lighting732

causes the sensor to sample fewer readings.733

Fig. 12. Finished jobs by running each TC separately in E1–E5. MII only
uses offline phase to search CMs under E1.

System Overhead: To evaluate the overhead of MII’s run- 734

time scheduler and other noninference tasks, we profiled the 735

execution time of each software component when running 736

all the TC1 models on one downsampled image. The IPD 737

first took a picture from the camera, stored a downsampled 738

version in NVM, and then processed the image by running the 739

inference of each DNN sequentially. Fig. 11 shows the runtime 740

breakdown of the described workload under both continuous 741

power provided and an intermittent power source following E1 742

energy pattern. The overhead of the MII scheduler is composed 743

of only 1.1% under the continuous power and 3.2% under the 744

intermittent power of the entire system runtime. 745

B. Offline Effectiveness 746

CM Search Algorithm: To evaluate the effectiveness of 747

our offline search across various energy patterns, we use 748

the offline searched optimal CMs found from the energy 749

pattern E1 and apply these CMs to E2–E5. During a one- 750

hour period, we measure for each inference task how many 751

jobs execute successfully (denoted as finished jobs). For a 752

level comparison, Zygarde’s finished jobs are captured by 753

executing the complete DNN inference without relying on the 754

early-exit feature. This feature will be assessed in the online 755

evaluation in Section VII-C. The results in Fig. 12 showcase 756

that, for E1, MII outperforms QuickRecall, Zygarde, and iNAS 757

by completing 41%, 18%, and 40% more jobs, respectively. 758

This is somewhat expected since the CMs are searched 759

using E1. Although QuickRecall finished 7% more jobs on 760

average than MII for smaller DNNs from TC1 in E2–E4, it 761

suffers from the out-of-memory when running large DNNs and 762

finishes the least TC2-3 inference jobs across all the baselines. 763

Interestingly, even when the IPD runs inference tasks using 764

the E1-optimized CMs for E2–E5, MII still achieves 10% and 765

28% more jobs than Zygarde and iNAS, respectively. These 766

results show that the CMs searched by MII in a single energy 767

pattern demonstrate efficacy across all the examined energy 768
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Fig. 13. Left: successful jobs of four TCs combinations with six energy patterns. Task periods are scaled with the energy pattern and are indicated by the
numbers above green dashed lines. Right: response time of TCs under one stable energy pattern. (a) TC1 all DNNs (C7, C12, M7, and H5) successful jobs
in the continuous (E0) and intermittent power (E1–E5). (b) TC1 (C7 and M7) and TC2 (FC4) successful jobs in the continuous (E0) and intermittent power
(E1–E5). (c) TC2 (AutoEncoder) and TC3 (DSCNN) successful jobs in the continuous (E0) and intermittent power (E1–E5). (d) TC1 (C7 and C12) and TC3
(MBV1) successful jobs in the continuous (E0) and intermittent power (E1–E5).

patterns compared to the other methods. This underscores the769

robust generality of our search algorithm.770

Peak Memory: Fig. 14 shows the peak memory usage when771

applying the CMs obtained from the MII’s offline methods772

under the E1 energy pattern. MII can effectively reduce773

the peak memory compared to QuickRecall and Zygarde.774

QuickRecall consistently accesses the layer’s IFM, OFM, and775

weights, resulting in the highest peak memory. Although776

Zygarde often needs to load the entire layer’s OFM for an early777

exit, its memory usage is still smaller than QuickRecall. iNAS778

has the smallest because it only loads partial IFM, weights, and779

OFM in each power cycle; however, it suffers from increased780

execution time. MII’s reduction in peak memory, compared781

to QuickRecall and Zygarde, is due to that MII can choose a782

non-JIT CM or finer-grained ST for a large layer by imposing783

the memory constraint.784

C. Online Scheduling and Adaption Effectiveness785

Successful Jobs: The left part of Fig. 13 illustrates the786

number of successful jobs in four combinations of TC1–TC4,787

with the total number of generated jobs indicated by green788

dashed lines. If an optimal solution exists for each online789

energy pattern (E1–E5), its number of successful jobs is upper-790

bounded by the green dashed lines. Hence, the gap in each791

subplot between the green line and each bar represents the792

deviation between each baseline and the optimal solution.793

Although it does not reach the optimal performance MII still794

Fig. 14. Peak memory usage. MII uses E1 to search CMs.

achieves on average a 21% increase of successful jobs in 795

stable energy conditions (E1 and E2) and on average 39% 796

successful jobs increase under dynamic energy conditions 797

(E3–E5) compared to the other methods. When comparing 798

these results with the offline evaluation, MII’s online phase 799

significantly improves the job success rates over the other three 800

methods. Specifically, for (A) TC1 all in E1, there is a 56% 801

increase in successful jobs, thanks to the online scheduler and 802

adaptation of MII. 803

In addition to the MII’s significant improvement in total 804

successful jobs, the following two observations can be made. 805

1) The LST variant of MII mitigates starvation of short- 806

period jobs and helps achieve fairness across tasks. For 807

example, in Fig. 13(b) E5, when using MII, the short- 808

period task C7 can complete up to 94% of its generated 809

jobs, and the long-period tasks M7 and FC4 complete 810

99% and 84% of their generated jobs. On the other hand, 811

when using Zygarde, which uses an EDF variant, one 812

of the long-period tasks M7 completes 95% while the 813

other two tasks complete only 73% and 58% of their 814

jobs, showing a much higher discrepancy in successful 815

jobs per task than MII. 816
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Fig. 15. Observed wasted work under execution with E1.

Fig. 16. Real-world solar energy pattern.

2) If we ignore the correctness of inference results of817

jobs, Zygarde has executed more jobs than MII in most818

cases due to its early-exit feature, which executes only819

a mandatory portion of the job. However, if a task uses820

a large DNN model, this feature makes Zygarde suffer821

from the low accuracy, resulting in a lower number of822

successful jobs. Therefore, in Fig. 13(d)-E5, although823

Zygarde achieves 2% more successful jobs than MII for824

a small DNN task C7, it achieves 30% and 10% less825

successful jobs than MII for the large DNNs tasks C12826

and MBV1, respectively.827

Response Time: The right side of Fig. 13 showcases the828

response time of DNN inference tasks under one stable energy829

pattern (E1 or E2). Although the response time is not the830

major optimization objective of MII (successful job is), MII831

tends to yield more preferable results overall, with a shorter832

average response time and a smaller variation. QuickRecall833

suffers from the out-of-memory issue when executing a large834

model, such as AutoEncoder and MBV1. Hence, although835

it gives a shorter response time for small models (A-E1 in836

the figure), it completes 35%, 40%, and 22% less successful837

jobs on average compared to MII for TC1+TC2, TC2+TC3,838

and TC1+TC3, respectively. Zygarde often gives a shorter839

response time due to its early-exit feature, but it comes at the840

cost of low accuracy.841

Wasted Work: We characterize the amount of wasted work842

by profiling the number of output features discarded during the843

shutdown. Fig. 15 depicts the wasted work of each DNN when844

running the four combinations of TCs under the E1 energy845

pattern. Both Zygarde and iNAS show some wasted work due846

to the issue discussed in Section V-C. For QuickRecall, since847

it uses JIT, it obviously has zero wasted work. However, to848

ensure that JIT successfully checkpoints all the tasks’ largest849

layers, a higher JIT threshold is required for QuickRecall850

compared to MII, i.e., 3.7 V versus 3.3 V. MII has zero wasted851

work while keeping a smaller JIT threshold because of our852

proactive shutdown technique (Section V-C) as well as the853

ability to avoid using JIT for the large layers.854

VIII. REAL WORLD EVALUATION855

Experiment Setting: The IPD was deployed in two settings:856

1) lab window side (Lab) and 2) greenhouse (GH). We857

evaluated the system under the sunny and cloudy conditions,858

TABLE II
SUCCESSFUL JOBS OF MII COMPARED TO ZYGARDE

both occurring within a single day. The lighting changes for 859

each setting are depicted in Fig. 16. In Lab, the IPD was 860

positioned under the direct sunlight with minimal interference. 861

However, in GH, IPD faced consistent interference from the 862

leaf shades and plant shadows. To demonstrate effectiveness 863

in common smart sensing applications, all the TC1 DNNs 864

listed in Table I were selected for the experiment and ran 865

continuously from 6 AM to 6 PM on a day (Fig. 16). 866

A comparison setup, running the same set of DNNs with 867

Zygarde [2], was placed adjacent to the experimental setup. 868

Successful Jobs: Table II presents the percentage difference 869

in the number of successful jobs executed by MII compared to 870

Zygarde. In the GH Clody setting, MII outperformed Zygarde 871

for all the three DNNs, executing 61%, 9%, and 6% more 872

jobs than Zygarde. However, for H5 in the same setting, MII 873

completed 7% fewer jobs. It was mainly due to that, although 874

Zygarde executed only mandatory layers under the cloudy 875

condition, it still managed to produce around 95% of the 876

inference results that matched the results of H5’s complete 877

inference. However, this favorable outcome for Zygarde is 878

largely confined to the small models with inherently low 879

accuracy, which are not substantially affected by the accuracy 880

degradation of early exits. Overall, MII outperformed Zygarde 881

by an average of 33% more successful jobs in the Lab and 882

24% in the GH. 883

IX. RELATED WORK 884

A. Intermittent Computing 885

In the context of the IPD software systems, the prior work 886

has focused on issues, such as memory inconsistency [5], [6], 887

[8], [10], [23], task idempotency [7], [8], [11], [13], [20], and 888

sensing/computation task coordination [9], [12], [14], [25]. 889

There are numerous studies on the IPD hardware improve- 890

ment [26], [28] and energy harvesting circuits [21], [29]. 891

Emergent research about running machine learning work- 892

loads on the IPDs is still in its very early stage. Existing work 893

focuses on learning [19] as well as the inference tasks [1], 894

[2], [3], [4], [13], [20], [25] on the IPDs. However, none of 895

these has studied the tradeoff between the JIT [7], [10], [11] 896

and ST [1], [3], [8], [9], [12], [13], [14] CMs as well as 897

the different granularity of the atomic blocks in ST for the 898

DNN inference tasks. Although there have been some attempts 899

to co-use the JIT and ST in the same system [12], [25], 900

they use ST exclusively for the peripheral access and JIT for 901

the computational tasks, meaning that when applied to the 902

inference tasks, all will be governed by JIT. 903

Recent work [26] has proposed to put the device into the 904

sleep mode and trigger JIT checkpointing only when no more 905
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energy is available. While this has the potential to improve the906

standard JIT method used in MII, depending on the leakage907

current in the sleep mode, it can increase the recharge time of908

the capacitor. For example, in our evaluation platform, using909

its default deep sleep mode results in at least 58% more time910

to fully recharge under the E2 energy pattern.911

B. Real-Time Scheduling on IPD912

Supporting task scheduling on the IPDs has been consid-913

ered a big challenge because the environment fluctuations914

lead to varying task response times [9], [14]. Existing915

work has approached this issue in two ways: 1) energy916

prediction [15], [16], [17], which analyses the supply energy917

pattern and makes scheduling decisions accordingly and 2)918

workload reduction [2], [14], [23], [24], [25], which reactively919

changes the amount of workload with respect to the environ-920

ment variations. Specifically, Celebi [15] leverages the energy921

prediction approach and presents both the offline and online922

schedulers to meet the task deadlines on the IPDs. Zygarde [2]923

trains a DNN to be early exit-able at every layer and splits924

the layers into mandatory and optional parts. It then schedules925

either only mandatory layers or both the types of layers based926

on the ambient conditions. However, none of the existing work927

has studied the effect of the execution patterns given different928

CMs. MII addresses these limitations.929

X. CONCLUSION930

This articles presents MII: a multifaceted framework for931

the intermittent inference and scheduling. The design of MII932

originated from the three key observations in Section III933

and divided into the offline and online phases. MII is934

compared with the three representative state-of-the-art meth-935

ods [2], [3], [10] through a controlled environment evaluation936

as well as a real-world field study. The results show that MII is937

able to achieve the performance efficiency in the intermittent938

DNN inference, adaptability to environment changes, and939

applicability to the real-world scenarios. Future work includes940

the consideration of different learning tasks, such as deep941

reinforcement learning on the IPDs.942
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