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Abstract—Humans and autonomous cyber-physical systems
increasingly share physical space, for example, in industrial
manufacturing, autonomous taxis, warehouses, and unmanned
package delivery. This makes such autonomous CPS safety-critical
because design errors can harm the people in their shared
space. To enhance their own safe operation and the safety of
humans around them, these CPSs typically use multiple sensor
modalities to perceive the environment. Such sensor systems
include RADAR, LIDAR, ultra-wideband, SONAR, odometry,
GPS, and camera-based sensors to make estimations about their
own state and observations of the environment. Traditionally,
the observations made by different sensor streams are fused
using probabilistic models such as Bayesian filters (e.g., Kalman
filters). These filters make assumptions about the distribution
of error between the observation and the ground truth for a
given sensor and, using such assumptions, attempt to reconstruct
a state estimate by computing some weighted combination of
observations from multiple sensors (with possibly different error
distributions). However, such assumptions can be challenging to
model as environments become more complex.

Furthermore, such algorithms typically do not account for
sensor failures or shifts in the error distribution during deploy-
ment. This paper presents an algorithmic framework that defines
a notion of spatio-temporal consistency across sensor streams.
We eschew the idea of computing a fused state estimate and
instead focus on producing a consistent state estimate if the
multiple sensor observations are deemed consistent. If we detect
an inconsistency in the state estimate, we propose a conservative
over-approximation of the state estimate based on the last known
consistent estimate. We demonstrate how such a framework can be
deployed in an industrial manufacturing case study. We show that
such a framework can provide probabilistic runtime assurance
using conformal prediction techniques for statistical analyses.

I. INTRODUCTION

Many cyber-physical systems (CPSs) operate in shared
spaces with humans, and the temporal behavior of the CPS
or those of humans can evolve in a way that can cause
physical harm to humans. For example, consider an industrial
manufacturing robot; such robots can have high-momentum
manipulator arms. An accidental collision with such a robotic
arm can harm a factory floor worker navigating an area
close to the robot. As another example, consider a warehouse
where human operators must work alongside high momentum,
autonomous mobile robots or forklifts. It is crucial that such
robots also ensure the safety of their human co-workers.

In general, such multi-sensor systems have been designed
with sensor fusion techniques to combine information from
each individual sensor and reason about the environment on
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a joint representation derived them [1} 12, 13| i4]. Moreover,
having an efficient and accurate sensor fusion pipeline is
essential for any downstream decision-making to be viable, as
erroneous data can lead to several potential failures, especially
in safety-critical CPSs. Thus, any data fusion technique used
for decision-making has to be robust erroneous sensor data,
including dropped network packets, environmental noise, and
adversarial environmental artifacts.

To this end, we propose the use of a second-order reasoning
about the fused state estimate in a system: a notion of signal
consistency. In this paper, we look at an industrial case study
where we use an algorithmic framework where:

1) A monitoring algorithm that compares the information
obtained from different sensor modalities and determines
if the sensors collectively provide a consistent estimate
of the environment state, or reports inconsistency.

2) The above allows us to inform a predictive monitoring
algorithm that uses the sequence of determinations of
consistency/inconsistency between the sensors to reason
about the reliability of the various sensors and predict
possible violations of the system’s safety.

We then use conformal prediction [5} 6] as a statistical testing

method for the correctness/conservativeness of our framework
in detecting inconsistencies.

Related work: Prior work on defining a notion of confor-
mance or “closeness” of trajectories in a system have relied
on defining distance metrics between signals: a small such
distance implies that the signals are spatially “close” together.
This includes the Skorokhod distance [[7, 8], the (7 —¢)-distance
[9], dynamic time-warping distance [10], and other pseudo-
distance measures [[11]].

Such distances work well for offline data, but are, in general,
not feasible for fast online monitoring. In our work, we
present a more general notion of “consistency” via a §-spatial
consistency metric, which takes distance between point-wise
observations and performs a worst-case aggregate them over a
monitoring window.

II. PRELIMINARIES

Definition 1 (Dynamical System). A dynamical system is
defined as a tuple (S, 4, F, 7), where S is a compact set of
states; A is a finite or infinite set of actions (that includes an
empty action); and the transition dynamics F’ and the stochastic
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control policy 7 are probability distributions. Let the state of
the system at time ¢ be denoted s; and the action it takes at
time ¢ be sampled from 7, denoted a; ~ mw(a | s¢). Then, the
transition dynamics is a conditional probability distribution
over sy11, where sy ~ F(s' | s = s4,a = ay).

Let the set of non-negative reals, R=°, denote the time
domain. A signal, z : T — D, is a mapping from a finite
subset of the time domain 7 C RZ° to some set D. If 0 & T
for some z, we say that z is a partial signal or trajectory
fragment. For a given signal z, we abuse notation to denote
the time domain over which z is defined as 7 (z), and the
horizon of a signal z, H(z) = max{t|t € T(z)}, is the
largest time point in the signal time domain. Given a time-
domain 7, we use C(7) to denote the convex closure of
T, ie., if for every 0 < ¢;,t,41 < H(T), for all A € [0,1],
M+ (1= Ntipr € O(T).

Remark. Note that when we write s(¢), for some ¢ & T (s),
we assume that the signal is interpolated (or extrapolated)
using a mechanism such as constant or linear interpolation (or
extrapolation), as appropriate for the state space .S.

Definition 2 (State Trajectories as Signals). Given an initial
state sg € S, the state trajectory is a signal s : T — S
where the trajectory is sampled at discrete time points times
to,...,t7 € T are mapped to sg,...,sr, where 0 < ¢; <
tiy1 < tr, and s;41 ~ F(s' | s = s;,ap ~ m), for i €
0,...,7—1.

The (Markovian) controlled stochastic dynamical system
often underlies real physical systems, e.g., an autonomous
vehicle, robots navigating around humans, and humans in a
shared space cohabited by manufacturing robots. However, a
common feature of many real-world systems is that they lack
full observability. As the state s; of the system is not directly
observable, a common design decision is to use a combination
of sensors to estimate the actual state of the system.

Definition 3 (Observation space and Sensor signals). An
observation space for the dynamical system defined in
is a tuple (O,Y), where O is a set of observations,
and Y is a distribution on the space of observations condi-
tioned on the current state. Given a state trajectory signal s,
the corresponding observation signal o is defined such that
o(t)y ~Y(o|s=s(t).

Essentially, an observation space gives us the space in
which a sensor “observes” the underlying system state and the
corresponding observation signal defines the time instants at
which a sensor samples the system. Moreover, a given system
can have multiple sensors observing it, and hence, we can have
multiple observation spaces, each with its own sensor signals.

Signal Temporal Logic (STL) is a real-time logic, typically
interpreted over signals that take values in a continuous metric
space (such as R™) [12,13]. We define the syntax for an STL

formula ¢ through the following recursive grammar:

o =p(z(t)) >0 -p|lpAgp
|07 |Bre|0rel b, e
loUre|¢Sre,

where 11(2(t)) is a scalar function defined over the signal space,
and 7 is an interval of the form [a, b] for a,b € N. Here, the
propositional logic operators for negation (—), conjunction (A),
and disjunction (V) as defined as usual. Moreover, STL inherits
the tremporal operators from Linear Temporal Logic, whose
Boolean satisfaction semantics can informally be defined as:

o Ujq,p) ¢ says that ¢ must hold for all future samples in
[t + a,t + b], where t is the current time of evaluation,
while Hig 5 is the past-time equivalent.
o Qla,b) ¢ says that ¢ must at least once in all future samples
in [t+ a,t+b], and @[a,b] is the past-time equivalent.
o 1 Ujqp) @2 says that o1 must hold in [t + a,t + b] until
2 holds, and 1 Siq 4] 2 is its past-time equivalent.
Conformal prediction was introduced in [} 6] to obtain valid
prediction regions for complex predictive models such as neural
networks without making assumptions on the distribution of the
underlying data. Let the nonconformity scores be a set of k+ 1
exchangeable real-valued randorm variables R(®), ... R(¥) In
supervised learning, it is often defined as R := || Z() —
(X @)|| where the predictor  attempts to predict the output
Z® based on the input X (). Naturally, a large nonconformity
score indicates a poor predictive model. The goal then is to
obtain a prediction region for R(®) based on the calibration
data R, ... R"® ie. the random variable R(®) should be
contained within the prediction region with high probability.
Formally, given a failure probability 6 € (0,1), we want to
construct a valid prediction region C' € R so tha

Prob(R(®) < ) >1—4. (1)

We pick C := Quantile({R™"),..., R® oo}, 1 — §) which
is the (1 — ¢)th quantile of the empirical distribution of
the values RV, ..., R*) and oc. Equivalently, by assuming
that RV, ..., R® are sorted in non-decreasing order and
by adding R+ := oo, we can obtain C' := R(®) where
p = [(k+ 1)(1 — 4)] with [-] being the ceiling function,
i.e.,, C is the pth smallest nonconformity score. By a quantile
argument, see [14, Lemma 1], one can prove that this choice
of C satisfies (I). We remark that & > [(k + 1)(1 — §)] is
required to hold to obtain meaningful, i.e., bounded, prediction
regions. It is known that the guarantees in (T)) are marginal over
the randomness in R}, R ... R®) as opposed to being
conditional on RV, ... R®),

Conformal prediction has been recently applied to Signal
Temporal Logic runtime verification [15} [16]], which assumes
only partial realizations of the system and sensor trajectories
and involves a time-series predictor. In our application, we

'More formally, we would have to writt C(R™M),..., R%)) as the
prediction region C' is a function of R, ... R®)_ For this reason, the
probability measure P is defined over the product measure of R(9) ..., R(F),
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consider the offline data « := (s,0) € T — S x Y, a concate-
nated signal of system evolution and sensor observations for
the purpose of offline verification. Specifically, we consider the
STL robust semantics p(¢, x,to) [L7, [18], which denote how
robustly the trajectory « satisfies the STL specification ¢ with
the start time to (which is O in our application). Thus, we define
the calibration nonconformity score R := —p(¢, ", 7y),
where (), ..., &) are the calibration trajectories, and the
test nonconformity score R(®) := —p(¢, x, 79), where we do
not have access to the test trajectory x until test time. Following
[Eq. 1] we can see that Prob(p(¢, z,70) > —C) > 1 — 4. Now,
if C < 0, we conclude that Prob((z, 79) = ¢) > 1 — 4.

III. CASE STUDY: INDUSTRIAL SAFETY

In this case study, we study a synthetic recreation of an
industrial environment in a Unity-based simulator, where
human operators/workers can move around the floor of a
manufacturing factory where fixed manipulator robots are in
operation. Here, an ultra-wideband radio-based localization
system is used to position the human operators wearing unique
tags on their person, along with a camera-based perception
system to redundantly compute similar localization information.

Real-time Locating System (RTLS): An RTLS systems
usually consist of multiple transponders (or tags) and multiple
receivers (or anchors) in a space that are used to localize
wireless tags in a space. Depending on the hardware, several
algorithms can be used for localization, but these algorithms can
result in localization errors in the presence of electromagnetic
or reflective noise, or if a tag doesn’t have direct line-of-sight
with multiple anchors.

In our experiments, we simulate errors in the RTLS system by
outputting a Gaussian noise perturbation of the true location of
each object in the simulator. The parameters of the noise model
are derived from the accuracy and precision specifications of
RTLS systems currently used in similar manufacturing floors.

Perception-based Object Detection System: The perception
system uses a single-stage monocular object detection model
called SMOKE [19] to predict oriented 3D bounding boxes
of objects in view of the camera, and is trained on a dataset
from our simulator. The output of such models may contain
localization and classification errors due to various factors,
including occlusion of an object and insufficient training data.

A. Spatial Consistency Checking

In our system, each message from the RTLS and perception
systems may consist of multiple detected objects. For each
object with unique ID ¢, let 0, s denote the location of ¢ in
RTLS observation signal with observation space (71,01, Y1)
for that object. Similarly, let o; yision denote the perception-
based location in observation space (73, Oz, Y>) for that object.

Now, we define aconsistency that is able to:

« operate on signals in observation spaces generated by
significantly different sensor systems;

« reason about signals with different sampling frequencies;
and

« output consistency information at each time point in the
signal while being robust to outliers and missing data.

A monitoring epoch Ta C C(T1) N C(T2) C RZ0 is a time

interval over which we aggregate a consistency metric CC(-,-):

(@)

where 0; s, 0i vision are samples from o; s and 0; vision. For a
monitoring epoch Ta, a consistency monitor outputs for time

t in the run of the system using such that

CCry (zlv Z2,t, 5) =vt' e [Ta t] (CC(Zl (t/)ﬂ Z2(t/)) < 5) )
3)
where 7 = max (0, t—Ta). We choose the parameter 6 := 0.05,
to be enforced that the signals for each subject in the scene
are within 0.05m of each other; and choose TA := 0.5s with
a period of 0.02s.

CC(Oi,rtISa Oi,vision) = ||0i,nls - Oi,vision”y

Algorithm 1 The procedure to compute the consistency output
for two signals 21, z2 at time ¢ for a monitoring epoch Ta.
1: procedure CCr, (21, 22, t, J)
2: 7 =max(0,t — Ta)
3: (i(),...,ik) <—7'(z1)ﬂ[7,t]
> ¢ maintains the sample times for z; in the epoch.
4 (Jo,---J1) = T(z2) N7, 1]
> j maintains the sample times for zs in the epoch.
¢ > Signal maintaining consistency output for each
time point.
6: t = maX(io,jo)
7: while 7 < k and j <[ do
8
9

i

c(t') « CC(21(i), 22()))
if min(k,7+ 1) <min(l,j + 1) then

10: i« min(k,i+1);t' i
11: else

12: J min(k,j+ 1)t 3
13: end if

14: end while

15: if Vi’ € T(c),c(t') < then

16: return True, ¢

17: else

18: return False, ¢

19: end if

20: end procedure

Here, we see that by simply finding a 1-1 correspondence
between objects in each stream that are within § of each
other, we naturally derive a consistency metric, which can be
consumed by a downstream controller or “hazard interpreter”.

B. Consistency-informed Safety Controller

In this study, we consider a conservative, fail-safe controller
that prevents potential violations of the virtual fences around
each robot (as depicted in [Figure T)). The controller observes
when a human operator violates (or is about to violate) the vir-
tual fence of any particular robot, and stops the corresponding
robot to prevent any potential harm to the person, using the
following logic:
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Figure 1. An industrial case study: A manufacturing factory floor where human operators share spaces with robots with virtual “fences” surround them. The
objects in the scene are tracked via a camera-based object tracker, and the human operators wear tags that can be localized by a ultra-wideband localization
system. The system consists of multiple sensor streams that are monitored by the consistency checker node.
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Figure 2. Conservative prediction of state from last known consistent location.
In each scenario, the controller takes a short signal from the consistency
checker (where C corresponds to a consistent reading, and I corresponds to
inconsistent) and determines if it is hazardous or not.

« Consistent: use the nominal policy 7.

« Inconsistent: here, we use a worst-case estimate of how
fast a person can move within a single controller period,
Umax - Lhis allows us to extrapolate the worst-case position
of any given inconsistent object from its last known

consistent position, as seen in scenario 2 of

C. Verification

To verify the correctness of our choice in §, we generate
a representative dataset from our simulator with 5 human
operators and 5 robots (as seen in [Figure I). Each trajectory
in the dataset is generated by planning collision-free, random
paths for each human operator across the factory floor, thereby
covering various positional scenarios. Each trajectory is 60
seconds long, with the cameras sampled at 200 millisecond
periods, and the RTLS data sampled at 20 millisecond periods.

We define the consistency specification for each object ¢ in
the system to be

¢i = crai(t) <0 = Blom(s(t) —0i()]| <0.8), 4)

Since we need the specification to apply for all objects in the
scene, we define the global consistency specification to be

min; p(¢i, (Sa Oo)a 0)‘
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Figure 3. Nonconformity Scores R(1), ..., RUS). Here, the dotted line
represents the C' = —0.098 conformance, which allows us to conclude that

the Prob((z, 70) = ¢) > 1 — 4, for our particular choice of § := 0.05.

We fix § := 0.05 and show the resulting nonconformity
scores in [Figure 3| with 1000 calibration samples. As we see,
since C' < 0, we can conclude that that Prob((z, 7o) = ¢) >
1-9.

IV. CONCLUSION

In this paper, we aim to tackle the problem of multi-
sensor data fusion in the presence of unreliable or faulty
sensor systems. Specifically, we present a notion of J-spatial
consistency, which allows us to extend point-wise distances
between observations from multiple sensors to spatiotemporal
consistency. We present an algorithm to determine consistency
over monitoring windows given a sufficiently representative
metric, along with a threshold below which a set of observations
are considered “inconsistent”. We show how to verify such
a system, and demonstrate the framework in a real-world
industrial use case, where consistency information is used
to ensure safety in a mixed-autonomous environment.
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V. APPENDIX
A. Semantics for STL
Formally, we define the Boolean satisfaction value of an STL
formula, ¢, for finite-length, discrete-time trace z at a given

time instance ¢ using the characteristic function 5(y, z,t),
which is recursively defined as:

Blu(z(t) >0,2,t) <= pu(z(t)) >0
(ﬁ(p7z ﬁ — ﬁﬁ((pvzvt)
Blp1 A g2, 2, t) = Ble1,2,1) Aﬁ(@z,z t)
B(Djap) 9, 2, t) — V' et+a,t+b],B(p zt)
ﬁ( ab]ap,z t) — V' et—bt—alB(p 21)
B(e1 Uy p2,2,t) <= 3t €lt+a,t+b],8(p2, 21)
A" € [t 1), B(e1, 2,1"))
ﬂ( S[a b P25 %2, ) — Jt'e [tibvt ] ((PQ,Z t/)
A" € [t 1), B(e, 2,17))
We say that a signal z satisfies a formula ¢ at time ¢ if 5(, 2, )

is true, denoted (z,t) = ©.

In addition to the Boolean satisfaction semantics, STL has
quantitative semantics associated with it 18, [17]. The quan-
titative semantics define a robustness measure that computes
the degree of satisfaction of an STL formula by a real-valued
signal trace. Similar to the above Boolean satisfaction value
definition, the robustness, p(y, z,t), of the formula ¢ for the
given signal z at time ¢ is defined recursively as:

plp(z(t) > 0,2,t) = p(z(t))

p(=p, z,t) = —p(p, z,t)

p(p1 A @2, 2,1) = min(p(p1, 2, 1), p(p2, 2, 1))

P(D[a b Ps % t) = mint’e[t+a,t+b] P(% Z, t/)

P(O [a,b] ¥ 2 t) = MaXy/ g t+a,t+b] p(p, z,t')

P(Blap ¢, 2:t) =mingep_p¢—a) P(P5 2, 1)

p(Q[a b P2 t) = maxyet—b,t—a] P($; 2, 1)

P(‘P [a,b] <P2,z,t) = max {fn(;f’z’tl)’ }
(o] tacit,t) P(P1, 2, t2)

oo Ssy o zt) = max PRI }
[t_tbl’f_a] ming, et +) P(41, 2, t2)
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