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Abstract—Block-circulant matrix (BCM) compression has1

garnered much attention in the hardware acceleration of convolu-2

tional neural networks (CNNs) due to its regularity and efficiency.3

However, constrained by the difficulty of exploring the compres-4

sion parameter space, existing BCM-based methods often apply5

a uniform compression parameter to all CNN models’ layers,6

losing the compression’s flexibility. Additionally, independently7

optimizing models or accelerators makes achieving the optimal8

tradeoff between model accuracy and hardware efficiency chal-9

lenging. To this end, we propose FlexBCM, a joint exploration10

framework that efficiently explores both the parameter com-11

pression and hardware parameter space to generate customized12

hybrid BCM-compressed CNN and field-programmable gate13

array (FPGA) accelerator solutions. On the algorithmic side,14

leveraging the idea of neural architecture search (NAS), we design15

an efficient differentiable sampling method to rapidly evaluate16

the accuracy of candidate subnets. Additionally, we devise a17

hardware-friendly frequency domain quantization scheme for18

BCM computation. On the hardware side, we develop the effi-19

cient and parameter-configurable convolutional core (ConvPU)20

alongside the BCM computing core (BCMPU). The BCMPU can21

flexibly accommodate different compression parameters at run-22

time, incorporate complex-number DSP packing and conjugate23

symmetry optimizations. For model-to-hardware evaluation, we24

construct accurate latency and resource consumption models.25

Moreover, we design a fast hardware generation algorithm based26

on the coarse-grained search to provide prompt feedback on the27

hardware evaluation of the current subnet. Finally, we validate28

FlexBCM on the Xilinx ZCU102 FPGA and compare its com-29

pressed CNN-accelerator solutions with previous state-of-the-art30

works. Experimental results demonstrate that FlexBCM achieves31

1.21–3.02 times higher-computational efficiency for ResNet18 and32

ResNet34 models while maintaining an acceptable accuracy loss33

on the ImageNet dataset.34
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Index Terms—Algorithm-hardware co-exploration, convolu- 35

tional neural network (CNN) compression, field-programmable 36

gate array (FPGA). 37

I. INTRODUCTION 38

CNNS HAVE achieved a series of remarkable achieve- 39

ments in computer vision [1], [2], [3]. However, 40

their ever-increasing computational and memory volume 41

makes their deployment challenging, especially in resource- 42

constrained embedded scenarios. To this end, model 43

compression has emerged as an effective method to reduce 44

model redundancy [4], [5], [6]. Early unstructured pruning 45

reduces the model’s size but introduces irregularity in com- 46

putation and memory access, significantly complicating the 47

hardware design. Therefore, researchers have subsequently 48

proposed regular compression methods. Among them, block- 49

circulant matrix (BCM) compression has become a promising 50

technique for deploying neural networks [7], [8], [9] on field- 51

programmable gate arrays (FPGAs) due to its regular structure 52

and expressive power. 53

Despite the remarkable results of BCM compression in 54

model deployment, the current BCM-based hardware acceler- 55

ation works still face the following limitations. 56

1) Constrained Compression Space: Due to the FFT/IFFT 57

operations involved in the computation, the BCM-based 58

work usually sets the block size (BS) to a power of 2, 59

e.g., 4, 8, and 16. Then, all layers in the model are sub- 60

jected to a uniform compression parameter [7], [8], [9]. 61

This scheme limits the compression space and neglects 62

that convolutional layers vary in their sensitivity to 63

compression. Fig. 1 illustrates the variation in accuracy 64

among different compression schemes with a simi- 65

lar compression ratio for the ResNet18 (RN18) and 66

ResNet34 models. 67

2) Separate Model Compression and Hardware Design: 68

Previous works typically rely on expert experience 69

to set appropriate model compression parameters and 70

corresponding hardware design parameters. Although 71

separate optimization at the algorithmic and hardware 72

levels is feasible, research has shown that there are 73

interactions between algorithms and hardware, and 74

optimization at different stages often yields only subop- 75

timal solutions [10], [11], [12]. 76

However, solving the above problem encounters the follow- 77

ing challenges. 78
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(a) (b)

Fig. 1. Effect of block size on model accuracy in BCM compression for
(a) RN18 on CIFAR-10 and (b) RN34 on ImageNet-100 datasets. “Vanilla”
denotes the uncompressed model; “hBS” indicates layer-wise hybrid block
size selection; and “-r/o” indicates random or optimized selection.

1) At the algorithmic level, hybrid BCM compression79

with layer-wise granularity entails a considerably larger80

search space. For instance, RN34 has a compression81

space greater than 1019, and the expanded compression82

space does not guarantee good accuracy (e.g., “hBS-r”83

in Fig. 1). Training all possible subnets to obtain the84

accuracy ranking involves prohibitive time costs.85

2) At the hardware level, previous accelerators based on86

BCM compression adopt a fixed dataflow. After static87

configuration, the accelerators cannot support different88

block sizes at runtime. Hence, a flexible computing core89

is required to support compressed convolutional layers90

with different block sizes.91

3) At the model-to-hardware evaluation level, in addition to92

accuracy evaluations, joint search considering layer-wise93

compression/hardware parameters necessitates frequent94

feedback on the subnet’s hardware metrics. Therefore,95

accurately and promptly generating optimized accelera-96

tors for subnets is also vital to the quality and cost of97

the co-search [13], [14], [15].98

To address the above challenges, we propose FlexBCM,99

a joint search framework for layer-wise compression and100

hardware parameters to balance model accuracy and hard-101

ware efficiency. First, regarding the accuracy evaluation of102

subnets, we establish a supernet structure where each layer103

encompasses all candidate operators. By designing effective104

differentiable sampling methods, we can address the problem105

of operator selection using gradient optimization. Second, for106

convolutional layers with different parameter configurations,107

we devise dedicated hardware computation cores to ensure108

the execution efficiency of the model. Particularly, a highly109

optimized BCM computing core (BCMPU) is designed to110

support different compression parameters flexibly. Finally, in111

the hardware evaluation of subnets, we model the hardware112

computation cores and design a rapid hardware generation113

algorithm using genetic algorithms to achieve rapid feedback114

on hardware evaluation.115

In summary, this work makes the following contributions.116

1) To avoid the heavy retraining overhead of numerous117

subnets, we design a supernet based on weight shar-118

ing and propose a simple yet effective differentiable119

sampling method to assess candidate subnets’ accuracy.120

Besides, we develop a hardware-friendly frequency-121

domain quantization scheme to facilitate hardware gains.122

TABLE I
KEY PARAMETERS AND VARIABLES FOR THE DESIGN

Fig. 2. BCM compression flow of matrix-vector multiplication.

2) To efficiently and flexibly support different compression 123

parameters, we design the customized convolutional core 124

and BCM core, where the BCM core can accommodate 125

different compression parameters at runtime and con- 126

tains targeted optimizations, such as complex-number 127

DSP packing and conjugate symmetry. 128

3) To rapidly provide the hardware evaluation of the 129

subnets, we accurately model the latency and resource 130

consumption of the computational cores, and based on 131

this, we design a heuristic hardware generation algo- 132

rithm based on the coarse-grained search and parallel 133

optimization. 134

4) We validate FlexBCM on the Xilinx ZCU102 FPGA. 135

Experimental results demonstrate that FlexBCM effec- 136

tively explores the joint search space in a brief time 137

(1 GPU day), and compared to previous works, the 138

searched solutions achieve 1.21–3.02 times higher- 139

computational efficiency with acceptable accuracy 140

degradation. 141

II. BACKGROUND AND RELATED WORK 142

In this section, we introduce the basis of the BCM compres- 143

sion, the application of mainstream neural architecture search 144

(NAS) methods, and related work. Table I summarizes the key 145

parameters and variables involved in the remainder of this 146

article. 147

A. Block-Circulant Matrix Compression 148

BCM compression splits the matrix (W ∈ R
M×N) into 149

p × q square sub-blocks, where p = �(M/BS)� and q = 150

�(N/BS)�. A circulant sub-block (Wij, i ∈ [0, p), j ∈ [0, q) ), 151

shown in Fig. 2, has each column vector as a cyclic shift of 152

the previous one by one element. Thus, only one column is 153

required, reducing the memory storage complexity from O(n2) 154

to O(n). Moreover, the product of Wij and xj equals the circular 155

convolution of aij and xj, which can be accelerated by the fast 156

Fourier transform (FFT), as follows: 157

Wij × xj = F−1(F(aij
)� F(xj

))
(1) 158
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where F and F−1 represent FFT and IFFT transformations,159

respectively, and � denotes Hadamard product. Finally, BCM160

compression reduces computational complexity from O(n2)to161

O(n log n) in a regular manner, making it suitable for hardware162

acceleration.163

For convolution layer, it can be regarded as a series of164

matrix-vector multiplication operations, that is165

O[:][r][c] = W
[
:, :, ki, kj

]× I[:][r + ki]
[
c + kj

]
. (2)166

where W ∈ R
M×N×K×K is the weight tensor, I and O are167

the input and output tensors, respectively, and r/c/ki/kj is168

the index of the cycle on their respective dimensions. We169

constrain each submatrix (Wi,j,ki,kj , i ∈ [0, �(M/BS)�), j ∈170

[0, �(N/BS)�) ) to follow a circulant pattern. It can be seen that171

setting BS to the power of 2 enhances the computational gains172

due to the FFT/IFFT operations. Balancing the computation173

benefits with model accuracy, previous studies [8], [9] have174

often empirically set the BS to 4/8/16 and applied it to the175

entire model.176

B. Neural Architecture Search177

NAS has garnered considerable attention for its automated178

exploration of neural network architectures. The initial NAS179

method trains each subnet from the search space to assess180

its accuracy level and update the controller, incurring a181

prohibitive cost [16]. As a remedy, ENAS [17] constructs182

an over-parametrized supernet, enabling the evaluation of all183

architectures using its parameter subset. This strategy, com-184

monly called weight sharing, has been widely adopted. Later,185

DARTS [18] highlights the inefficiency of previous methods186

based on reinforcement learning (RL) and evolutionary algo-187

rithms (EAs) in searching within discrete spaces, which leads188

to substantial architecture evaluations required. To this end,189

DARTS introduces the differentiable NAS (DNAS) concept,190

relaxing the discrete search strategy through a Softmax way191

Al =
|O|∑

i=1

exp
(
αl

i

)

∑|O|
i′=1 exp

(
αl

i′
) × Oi

(
Al−1

)
. (3)192

Here, Al−1 is the output of the previous layer, and O denotes193

the predefined operator space. αl
i means the architectural194

parameter of operator Oi in the lth searchable layer. Similarly,195

FBNet [19] employs a Gumbel-Softmax (GS) approximation,196

probabilistically sampling a path from the candidate paths197

Al =
|O|∑

i=1

GS
(
αl

i | αl
)

× Oi

(
Al−1

)
. (4)198

Thus, DNAS has evolved into an optimization process for a199

set of continuous variables α = {αl
i}. On this basis, researchers200

further incorporate hardware constraints into the objective201

function and optimize the search process for a target hardware202

platform [20], [21], [22]. This type of work is commonly203

referred to as hardware-aware NAS.204

C. Algorithm and Hardware Co-Optimization205

Researchers initially focused on computation and memory206

access optimizations for convolutional neural networks207

(CNNs) and designed a series of dedicated accelerators [23], 208

[24], [25], [26], [27]. They then introduced algorithmic opti- 209

mizations and adapted them on the hardware side to achieve 210

a synergy between algorithm and hardware [28], [29], [30], 211

such as accelerators for quantized or compressed neural 212

networks. However, recent research has shown that staged 213

algorithmic/hardware optimization makes it hard to achieve 214

an optimal solution. Therefore, algorithm and hardware co- 215

search research has emerged. Jiang et al. [10] performed a 216

joint search for the network architecture and the accelerator’s 217

parallel parameters on FPGAs using the RL method, achieving 218

significant overall performance improvement. However, the 219

scalability was limited by the cost of the search. To address 220

this, Li et al. [11] introduced EDD, which conducted co-search 221

for networks and accelerators in a differentiable manner, 222

thereby enhancing search efficiency. Nevertheless, EDD used 223

hardware-agnostic metrics to model the hardware. To this end, 224

Fan et al. [12] established a latency predictor for their single- 225

core hardware architecture to achieve rapid feedback for the 226

hardware evaluation. Furthermore, Lou et al. [31] designed a 227

rapid evaluation function for model deployment on multicore 228

accelerators to enable a broader co-search space. 229

As NAS technology has evolved, researchers are begin- 230

ning to explore a wider range of hardware and algorithm 231

co-optimization opportunities [32]. For example, Fasfous 232

et al. [33] jointly explored the layer-wise quantization bit- 233

width and accelerator design. Liang et al. [34] jointly searched 234

the compressed model (irregular) and accelerator based on 235

hardware analytical modeling. Thus, in this article, drawing 236

inspiration from the above advancements, we endeavor to 237

surmount the limitations in BCM compression with the help 238

of DNAS technology and further explore the potential of 239

hardware-software co-search. 240

III. FRAMEWORK 241

Given the target model, FPGA specifications, and frames 242

per second (FPS) settings, FlexBCM automatically generates 243

tailored BCM-compressed CNNs and accelerators to bal- 244

ance model accuracy and hardware efficiency. The overall 245

framework (refer to Fig. 3) consists of two key components: 246

1) the differentiable compressor and 2) the fast hardware 247

evaluator. These components work together to enable the 248

joint exploration of compression parameters (BS-1/4/8/16) and 249

accelerator structures (tiling and parallelism factors). 250

Section IV details the differentiable compressor, where we 251

construct a supernet containing all candidate compression 252

operators based on weight sharing. This supernet includes the 253

vanilla convolution operator (BS-1) to copy with different sce- 254

nario requirements. We then introduce a novel differentiable 255

sampling algorithm to efficiently explore the compression 256

space (O). Besides, we adopt a hardware-friendly frequency- 257

domain quantization scheme for the BCM compression. 258

Following this, Section V describes the hardware archi- 259

tecture designed to support these compressed models. We 260

construct a generic convolutional computing core (ConvPU) 261

and a specialized BCMPU. The BCMPU is designed to flexi- 262

bly support various compression parameters and incorporates 263
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Fig. 3. Overview of our FlexBCM co-search framework.

optimizations, such as complex conjugate symmetry and mul-264

tiplication DSP packing, which help to reduce computation265

and storage overhead.266

On this basis, we perform accurate resource and267

performance modeling of the accelerator to reflect the actual268

execution of the convolutional layers. We develop a fast269

hardware generation algorithm based on the genetic algorithm,270

as detailed in Section VI. This section explains how we271

leverage genetic algorithms to optimize hardware generation,272

ensuring efficient mapping of the CNN operations onto the273

FPGA in a brief time.274

In summary, our framework not only provides a method for275

compressing CNNs but also includes the tools necessary for276

implementing these models on FPGA hardware, optimizing for277

both performance and efficiency. Following the DNAS work,278

we use bi-level optimization (5) to solve this joint search279

problem. In addition, we introduce a hardware loss term (Lhw)280

in the final loss function to guide the compression operator281

search process at the algorithmic level282

min
α

Lval
(
w∗, α

)+ λLhw
(
α,�∗)

283

s.t. w∗ = arg min
w

Ltrain(w, α)284

s.t. �
∗ = arg min

�

Lhw(α,�)285

s.t. hwcost
(
α,�∗) < hwlimit (5)286

where w is the supernet weight; α denotes the operator287

selection probability, also called architectural parameters; and288

Lval and Ltrain are the validation and training loss of the289

supernet, respectively. �∗ denotes the optimized FPGA accel-290

erator, searched under the target hardware resource constraints291

(hwlimit), to quickly provide hardware evaluation. λ is a292

hyperparameter that controls the tradeoff between terms.293

IV. ALGORITHM DESIGN294

In this section, we provide a detailed explanation of the295

methods and steps taken to achieve efficient compression and296

quantization, including a moderate sampling algorithm and a297

hardware-friendly frequency-domain quantization algorithm.298

A. Moderate Differentiable Sampling299

To avoid repeatedly training subnets with different BS300

values, we first construct a supernet that contains all candidate301

compression operators in each layer, following the approach302

of the DNAS works [11].303

However, directly applying the GS method in the BCM304

compression scenario results in a biased search, as shown in305

Fig. 4(a). For clarity, we use layer six as an example, but306

(a) (b) (c)

Fig. 4. Probability distributions of each operator in the sixth layer of
the RN18 without imposing any computation-cost constraints under different
search methods: (a) GS method; (b) Softmax method; and (c) our proposed
M-GS method.

TABLE II
COMPARISON OF SEARCH METHODS (TESTED ON A SINGLE NVIDIA

RTX 3090 GPU WITH 24 GB OF VIDEO MEMORY)

this trend holds for most layers in the model. We observe 307

that the GS method favors the BS-16 operator with the fewest 308

parameters over the vanilla operator with higher accuracy in 309

searching. The searched subnet’s final accuracy is 94.69% 310

(Table II), an apparent drop from the 95.23% accuracy of 311

the original RN18 model. We attribute the biased search to 312

the fact that the BS-16 operator has a higher priority than 313

other operators due to its fewer parameters. However, the 314

GS method picks only the highest-probability operator at 315

each feedforward. In contrast, the Softmax method enables all 316

operators to participate in computations, prioritizing the vanilla 317

operator during the search. This method achieves the expected 318

outcome (95.40% accuracy) but involves all operators, signif- 319

icantly increasing GPU computation and memory costs (refer 320

to Table II). 321

To address the above issues, we propose a moderate GS 322

sampling (M-GS) technique, selecting more activation paths 323

based on GS sampling as follows: 324

P l
i = GS

(
αl

i

)
= exp

(
(logS(αl

i) + Gl
i)/τ

)

∑|O|
i′=1 exp

(
(logS(αl

i′) + Gl
i′)/τ

) (6) 325

Al+1 =
|O|∑

i=1

( [
P l

i ∈ largest(P l, 2)
]

× P l
i × Oi

(
Al
) )

(7) 326

where Pl
i denotes the selection probability of the ith operator 327

in the lth layer after GS approximation (details can refer 328

to [35]); Al+1 denotes the lth layer output. [exp]=1 when 329

exp is true. The M-GS method selects the top two paths with 330

the highest probabilities from the forward path, increasing 331

the diversity of operators and providing a suitable balance 332

between performance and search cost. To further validate the 333
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(a) (b) (c)

Fig. 5. Quantization flow: (a) regular training in BCM compression;
(b) quantization-aware training; and (c) integer inference.

effectiveness of the M-GS method, we impose a computational334

constraint during the search process. We achieve this by adding335

a regularization term to the objective function, which is the336

sum of the computational costs of each layer weighted by αl.337

Results show that reducing the computation by 70% lowers338

the model’s accuracy compared to the unconstrained case339

(“None”). However, the M-GS method still achieves a better-340

cost-performance tradeoff than the GS and Softmax methods.341

Note that the FLOPs metric is hardware-agnostic and cannot342

reflect the actual latency of the compressed model on the target343

hardware. We use this metric here to simplify the verification344

process of the search algorithm.345

B. Hardware-Friendly Frequency Domain Quantization346

Quantization has become a de facto step for implementing347

CNNs on FPGAs, offering practical advantages for hardware-348

related benefits [36]. However, the complexity of quantization349

increases under BCM compression, as evidenced by the350

following: 1) FFT/IFFT operations introduce additional quanti-351

zation errors and 2) complex quantization requires determining352

how to quantize both the real and imaginary parts.353

For issue 1), we propose a quantization flow (see354

Fig. 5) that simulates the quantization errors caused by355

FFT/IFFT operations. This flow also converts the data356

involved in off-chip access and computation to integers, which357

enables actual hardware benefits. Specifically, we employ358

the Quantize− Dequantize process, also known as fake359

quantization node, to introduce quantization errors during the360

model quantization process, as follows:361

Al
Q = Quantk

(
Al
)

= clamp

(⌊Al

Sl
a

⌉
,min,max

)
(8)362

W l
Q = Quantk

(
W l
)

= clamp

(⌊W l

Sl
w

⌉
,min,max

)
(9)363

where Al and W l denote the activation and weights of the364

lth layer, respectively, and Sl
a and Sl

w are the corresponding365

quantization scales. clamp(·) is a truncation function and k366

denotes the integer bit-width; A typical approach for deter-367

mining the scale factor based on the absolute maximum value368

is illustrated as follows:369

Sl
a = max

(
|Al

a|
)
/
(

2k−1 − 1
)
. (10)370

For issue 2), we adopt a unified quantization method371

[see (11)]. It applies the same scaling factor to the372

real and imaginary parts, which simplifies the hardware373

Fig. 6. Overall architecture (left) and the BCMPU structure (right).

implementation of fast complex multiplication optimization 374

(refer to Section V-C) 375

Quantk(zr + j ∗ zi) = Quantk(zr, zi). (11) 376

To ensure the model accuracy, we set k=8. Note that although 377

we use the INT8 type here, we exclude the −128 value (set 378

min to −127) for DSP packing optimization. 379

In model quantization training, since integer-based data 380

cannot be directly inserted back for training or optimization, 381

integer values are rescaled back to the floating-point domain, 382

referred to as “Dequantize” 383

Al
DQ = Dequant

(
Al

Q

)
= Al

Q × Sl
a ∈ float (12) 384

W l
DQ = Dequant

(
W l

Q

)
= W l

Q × Sl
w ∈ float. (13) 385

In integer inference, weights and activations are deployed 386

at low-precision values (Al
Q and W l

Q), with the next layer’s 387

quantized activations generated by multiplying by a rescaling 388

factor (Sl
a ×Sl

w/Sl+1
a ). To prevent accuracy degradation due to 389

hardware implementation, we employ a conservative approach 390

by uniformly using 32-bit fixed-point numbers to approximate 391

floating-point factors, such as rescale factors and twiddle 392

factors (ω) in FFT/IFFT. We perform integer inference of the 393

quantized BCM-based RN18 on CIFAR-10, and the results 394

show that the hardware implementation introduces an accuracy 395

degradation within 0.1%, which is consistent with previous 396

work and is negligible [37], [38]. 397

V. HARDWARE DESIGN 398

In this section, we describe the architecture of the acceler- 399

ator that can adapt to different compression parameters (BS) 400

and provide insights into the architectural choices and their 401

impact on performance and resource overhead. 402

A. Overall Architecture 403

We design a generic and parameter-configurable convolu- 404

tion computation core (ConvPU) and a BCM compression 405

computation core (BCMPU) based on the operator space 406

(Vanilla, BS-4/8/16), shown in Fig. 6 (left). The host CPU 407

configures the computation core with the layer information, 408

compression parameter, and memory address. The two cores 409

fetch the required data through the AXI4 interface and store 410

them in multiple BRAM banks or LUTs using the memory 411

interleaving technique to provide the on-chip bandwidth for the 412

computation array. Both computational cores act as indepen- 413

dent AXI4 masters, receiving and outputting feature maps in 414
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(a) (b)

Fig. 7. To reuse the PE array (HBS=8), the dataflow of activations and
weights when BS equals 4 or 8. (a) BS=4. (b) BS=8.

channel-first format, and thus can directly perform task-level415

parallel operations with the support of off-chip DRAM.416

For the ConvPU design, we employ a tiling architec-417

ture, with tiling performed along the horizontal dimension418

(Tr, Tc) and parallel unfolding conducted over the input/output419

channels (Tn, Tm). Tiled inputs and weights are sequentially420

loaded onto the chip for computation, and the final results421

are outputted off-chip. ConvPU can accommodate various422

convolutional layer parameters, with differences in the number423

of times tiled data is loaded. For brevity, we refrain from424

presenting the internal structure of ConvPU. Subsequently, our425

focus will be on elucidating the design of the general BCMPU.426

B. BCMPU Design427

The BCMPU structure, shown in Fig. 6, mainly consists428

of data processing, on-chip storage, and computation units.429

The data processing unit unpacks or packs the data, and the430

on-chip storage unit provides the necessary on-chip buffer431

and bandwidth for computation. Besides, the post-processing432

unit performs ReLU and BN operations on the quantized433

data. The computation unit is the heart of the design to434

support convolutional layers with flexible block sizes. Next,435

we describe the details of the computation unit.436

1) Frequency-Domain PE Array: The BCM-based compu-437

tation flow involves FFT-Hadamard-IFFT operations on data of438

length BS. Thus, we further partition and unroll the tiled data439

by BS size in the channel dimensions. However, if we adopt440

the same unrolling strategy as the ConvPU, the parallelism441

of the PE array is only (Tm/BS) × (Tn/BS), which is a442

significant decrease compared to ConvPU. To complement443

the parallelism, we simultaneously unroll the BS dimension444

rather than the convolution kernel’s spatial dimensions for445

generality, i.e., (Tm/BS)×(Tn/BS)×BS. Specifically, we chose446

the size required for maximum compression (BS=16) for the447

BS dimension unrolling to reuse the PE array. We finally set448

the hardware block size (HBS) to 8, considering the conjugate449

symmetry. We package the data at positions “0” and “BS/2”450

for the feature maps and weight after FFT because they only451

contain real parts. Finally, the PE array can be reused for the452

smaller BS values in a time-multiplexing manner.453

Fig. 7 illustrates how BCM-based calculations with differ-454

ent block sizes reuse the same frequency domain PE array.455

Each PE requires HBS activation and weight data per cycle456

to perform the parallel computation. For activation, we obtain457

HBS continuous data along the channel dimension. Regarding458

(a) (b)

Fig. 8. FFT/IFFT structure and accumulation unit. (a) Parallel FFT units that
support variable-length input. (b) Partial result accumulation operation flow.

weights, we employ the reshape operation to rearrange the 459

elements at the corresponding positions. For instance, when 460

BS equals 4, the complex weight size is Tm/2 × Tn/2 × 2K2
461

after conjugate symmetry optimization. Then, the weight is 462

reshaped to four Tm/8 × Tn/8 × 8K2. Thus, the PE array 463

is reused four times. Finally, the size of the on-chip weight 464

buffer is set to Tm/2×Tn to accommodate maximum demand. 465

Notable, if the PE completes the multiply-accumulate opera- 466

tion, it needs to accumulate different data lengths depending 467

on the BS value. Accordingly, we only perform complex 468

multiplication inside the PE to simplify its implementation. 469

Then, we set up a unified accumulation unit to facilitate partial 470

sum accumulation along the channel dimension. 471

2) Parallel FFT/IFFT Unit: For BCM-based convolutional 472

layers, their weights are processed offline by FFT and stored 473

off-chip as complex numbers. Conversely, activations are 474

stored off-chip as real numbers and require online FFT/IFFT 475

operations. Fig. 8(a) illustrates the FFT unit that supports 476

up to 16 parallel term inputs and can produce 4 FFT-4, 477

2 FFT-8, or 1 FFT-16 transform output, depending on the 478

configuration. It has four stages, each with eight butterfly units 479

(BFUs). The twiddle factors for the operations are stored as 480

INT32 numbers in the on-chip ROM. Since both complex 481

activations and weights possess the conjugate property, the 482

property (Z∗
1 × Z∗

2 = (Z1 × Z2)
∗) can reduce the complex 483

storage and computational overhead by nearly half. The IFFT 484

structure is identical to the FFT, except for the twiddle factor 485

value. Hence, we do not repeat it. To minimize the FFT/IFFT 486

latency, we adopt this parallel architecture, which is justified, 487

considering that the computation in each stage is relatively 488

small. Moreover, we employ fast complex multiplication 489

optimization, which replaces the real multiplication operation 490

with extra real addition operations to reduce the computational 491

overhead. 492

3) Accumulation Unit: To generate the output of Tm × 493

Tr × Tc, we still need to accumulate the partial sums in 494

the channel dimension, done by the accumulation unit. It 495

contains the accumulation buffer and multiple adder trees, 496

shown in Fig. 8(b). The buffer size is Tm × Tn/2, with a 497

single adder tree for each input data column to accumulate the 498

partial sum. Tn/2 is the maximum number of accumulation 499

lengths after applying the conjugate symmetric optimization 500

(Tn/(4/2)). For the BS-8/16, we additionally set up control 501

logic to explicitly set unused data in the buffer to zero to 502
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maintain correctness. The depth of the adder tree is log2(Tn/2),503

where we use registers to synchronize between adjacent stages504

to optimize the timing. After fully pipelined, the accumulation505

unit can output the accumulation sum in every cycle.506

C. DSP Optimization507

The DSP packing of INT8 data multiplication to reduce508

the computational cost has become a popular optimization509

method [27]. In ConvPU, two real-number multiplications510

are packed as a × (w1 << 18 + w2) onto a DSP with511

18×27 multiplier support. In contrast, in BCMPU, DSP512

packing involves optimized complex-number multiplication,513

which has yet to be explored. The multiplication of activation514

(ca = car + j ∗ cai) and weights (cw1 = cw1r + j ∗ cw1i,515

(cw2 = cw2r + j ∗ cw2i)) is calculated as follows:516

ca × cw1 = (A1 − C1) + j ∗ (A1 + B1)517

ca × cw2 = (A2 − C2) + j ∗ (A2 + B2)518

A1 = (car + cai) × cw1r519

A2 = (car + cai) × cw2r. (14)520

Taking A1 and A2 as an example, after packing, it becomes521

(car + cai) × (cw1r << 18 + cw2r). Similarly, B1 and B2 is522

packed as ((wi1 − wr1) << 18 + (wi2 − wr2)) × car. We do523

not repeat the C1/2 details here for brevity. It can be observed524

that an extra addition or subtraction operation is necessary525

for the DSP packing of complex-number activations/weights.526

Significant dequantization overhead occurs if the scaling fac-527

tors of the real and imaginary parts differ. Therefore, we have528

chosen a unified quantization approach (see Section IV-B). In529

this way, we only need to apply the rescaling factor for the530

output. In addition, to keep the packed data within the 27-bit531

input range, we dropped the −128 in the INT8 data to ensure532

it would not overflow downward.533

VI. NETWORK-ACCELERATOR MAPPING534

This section presents a model of the accelerator’s resource535

and latency and proposes a fast hardware generation function536

based on genetic algorithms to provide feedback for subnets.537

A. Accelerator Modeling538

Here, we focus on modeling the latency and consumption539

of DSP and BRAM of the accelerator and use the identifiers540

“cu” and “bu” to distinguish ConvPU and BCMPU cores.541

Latency Modeling: We consider the latency of the pipeline’s542

start and exit phases in all units. For off-chip access latency, we543

adopt more refined modeling for all AXI4 ports by considering544

the number of requests versus the cost of burst access545

⎧
⎨

⎩

Laxi = (T · �L/(bw · bl)�)
︸ ︷︷ ︸

number of requests

/Onum · (bl · Onum + Lstall)︸ ︷︷ ︸
burst read cycles

Lstall = max(Lddr − bl × (Onum − 1), 0 )

(15)546

where T , L, bw, bl, and Onum represent the number of accesses,547

the access length, the bandwidth, the burst length, and concur-548

rent transmission transactions, respectively. Lddr indicates one549

DRAM access latency. Regarding the computation latency, for550

brevity, we illustrate it with an example of the latency of the 551

BCMPU to generate one output tile (Ltile
bu ) 552

{Ltile
bu = max

(LW
bu,LI

bu

)+ (�N/(2 · Tbu
n )� − 1

) · Lm + Larr
bu

Larr
bu = Lsetup + K · K · Tbu

r · Tbu
c · (2 · HBS)/BS

(16) 553

where LW
bu, LI

bu, Larr
bu , and Lm denote the weight latency, 554

input latency, computing latency, and maximum latency of the 555

pipeline, respectively. N means the input channel size. 556

Resource Modeling: The PE arrays account for most of the 557

DSP consumption (D), which we estimate by multiplying the 558

computation cost per unit by the degree of parallelism 559

Dcu = Tcu
n ·

⌈
Tcu

m

2

⌉
; Dbu = 3 ·

⌈
Tbu

m

2 · HBS
⌉

·
⌈

Tbu
n

HBS

⌉
· HBS.(17) 560

Here, the DSP cost after complex multiplication optimization 561

in BCMPU is 3. For brevity, we have not reflected the addi- 562

tional consumption introduced by the FFT/IFFT, quantization, 563

and BN operation in (17). The consumption of BRAM (R) 564

typically hinges on the requisite port width and depth. Within 565

both computing cores, BRAM is primarily utilized to construct 566

input and output buffers, which can be estimated as follows: 567

Rcu = 2 ·
(⌈

Tcu
n · 8b

36b

⌉
·
⌈

lencu
in

512

⌉
+ Tcu

m ·
⌈

Tcu
r · Tcu

c

512

⌉)
568

Rbu = 4 ·
(

Tbu
n ·

⌈
lenbu

in

2048

⌉

+ Tbu
m ·

⌈
Tbu

r · Tbu
c

512

⌉)

(18) 569

where lenin denotes the maximum depth required for input 570

buffers. Tr and Tc denote the tiling size in the feature map’s 571

row and column dimensions. The factor of 4 accounts for 572

double buffering of complex data. A single BRAM18K block 573

can be configured as 9×2048 or 36×512. 574

B. Fast Hardware Generation 575

In the joint search of parameter compression and hardware, 576

the framework necessitates not only an accuracy assessment 577

but also a hardware assessment for the sampled subnets. 578

This process involves generating hardware parameters for the 579

subnet on the target FPGA and providing feedback on its 580

hardware performance, as shown in the following equation: 581

min
�:{vcu,vbu}

max( Lcu(θcu, vcu), Lbu(θbu, vbu) ) 582

s.t. Dused,Rused, BWused < hwlimit (19) 583

where θcu and θbu denote the layer set assigned to the 584

ConvPU and BCMPU, respectively. vcu and vbu denote the 585

hardware (HW) parameter variables of ConvPU and BCMPU, 586

respectively. The two HW variables have the same param- 587

eter term, both requiring the determination of values for 588

[Tr, Tc, Tm, Tn, bwin, bwwt, bwout]. hwlimit represents FPGA 589

resource limitation. Due to the vast sampled subnets in joint 590

search, the traditional work’s minute-level evaluation time 591

becomes impractical [39]. For example, one search epoch 592

on the ImageNet-1k training set often involves thousands of 593

subnet samples and evaluations. 594

To this end, we design a fast hardware generation algorithm, 595

as shown in Algorithm 1, to reduce the hardware evaluation 596

time. Specifically, we apply genetic algorithms to accelerate 597
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Algorithm 1: Fast Hardware Generation Algorithm

1 Initialize the target latency (lattarget) and hwlimit

2 Initialize population size (M), iteration number (I)

3 Function FitScore(·) call latency and resource model to
evaluate individuals

	 coarse-grained search
4 Randomly initialize the individuals in Popu[M] with the

index values in Table III
5 while iteration < I do

	 multiprocess parallel
6 for ind in [1,M] do

// Get the fitness index with accelerator model
7 Evaluate: Fitind = FitScore(Popu[ind])

8 Update the top-k global optimal individuals
9 for ind in [k,M] do

10 Select parents (s, t) according to probability
11 Crossover: Temp = cross(Popu[s],Popu[t])
12 Mutation: Popu[ind] = mutat(Temp)

13 Keep the best Lbest = Obj[1] and �
∗ = Popu[1]

14 if Lbest ≤ lattarget then
15 break

16 Return best latency (Lbest) and hardware parameters (�∗)

TABLE III
HARDWARE ARCHITECTURE SEARCH SPACE

the exploration of the hardware search space and further598

conduct a coarse-grained search with multiprocess parallel599

optimization. In the coarse-grained search, we restrict the600

search for decision variable (�) to a candidate list, as shown in601

Table III, to significantly speed up the search process. The val-602

ues in the list are determined based on the convolutional layer603

parameters and hardware execution efficiency (e.g., integer604

divisibility). On the other hand, considering the independence605

of individual evaluations within the population, we employ606

multiprocess parallelism to leverage modern CPUs’ computing607

power fully. In this study, we set the values of M and I to608

250 and 50, respectively. The search process exhibits a stable609

convergence behavior, reaching a definitive value after about610

40 iterations. Finally, on a desktop-class CPU i7-8700K with611

32GB of DDR4, the search took just 1.63 s at parallelism 4. It612

is noteworthy that our aim is not to pursue the optimal solution613

but rather to rapidly attain an optimized solution, facilitating614

the hardware assessment of the subnet.615

VII. EVALUATION616

A. Experimental Setup617

To evaluate the effectiveness of FlexBCM, we conduct618

a joint search to deploy RN18 and RN34 models on the619

embedded Xilinx ZCU102 platform, aiming for 100 FPS and620

80 FPS, respectively. FlexBCM searches on ImageNet-100,621

TABLE IV
COMPRESSION PARAMETERS OF RN18 ON ZCU102

TABLE V
COMPRESSION PARAMETERS OF RN34 ON ZCU102

TABLE VI
HW PARAMETERS FOR BCM-BASED RN18 RUNNING ON ZCU102

TABLE VII
HW PARAMETERS FOR BCM-BASED RN34 RUNNING ON ZCU102

a random subset of ImageNet-1k training set that consists 622

of 1000 classes to optimize both supernet weights (w) and 623

the compression parameters (α). We train the supernet for 624

60 epochs, with a batch size of 256, a learning rate of 625

0.1, and cosine annealing, where we freeze α in the first 626

20 epochs. It takes 12.2 and 21 h on a single NVIDIA 627

A100 GPU (80 GB video memory), respectively. The searched 628

compression parameters of the RN18 and RN34 are shown in 629

Tables IV and V, respectively. We train the searched subnets 630

for 250 epochs with a batch size of 512 on the complete 631

training set to obtain the final accuracy. 632

The corresponding FPGA accelerator parameters are shown 633

in Tables VI and VII, respectively. The accelerator design is 634

implemented using HLS-compatible C++ code in Vitis HLS 635

(v2021.2), with a clock cycle of 200 MHz. RTL simulation 636

is performed through the tool’s C/RTL co-simulation feature. 637

The exported RTL is synthesized and placed-and-routed in 638

Vivado (v2021.2). The built-in reports in Vivado provide 639

power consumption data for the accelerator. Detailed power 640

and resource consumption data can be found in Table VIII. 641

B. Quantization Algorithm Validation 642

We evaluate the proposed quantization method on RN18 643

and RN34 models using the classical CIFAR10 and ImageNet- 644

100 datasets. For comparison, we present the accuracy of the 645

floating-point model and the baseline scheme in which the real 646

and imaginary parts are quantized separately. 647
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TABLE VIII
COMPREHENSIVE COMPARISON WITH PREVIOUS FPGA IMPLEMENTATIONS

(a) (b)

Fig. 9. Accuracy of frequency domain quantization algorithms under different
BS values. (a) RN18 on CIFAR10. (b) RN34 on ImageNet-100.

The results are shown in Fig. 9. We observe that both648

quantization schemes achieve comparable accuracy under the649

INT8 quantization for both the RN18 model and RN34 model650

with different block sizes. The maximum accuracy drop for651

RN18 on CIFAR10 and RN34 on ImageNet-100 in our652

quantization is 0.2% and 0.9% (adopting BS-16), respectively.653

Kindly note that we here do not focus on the full recovery654

of accuracy but rather on validating the effectiveness of the655

quantization scheme. Therefore, we only perform a limited656

number of 90 training epochs on the ImageNet-100 dataset.657

At this point, a precision error of 0.9% is acceptable. The658

quantized model can improve its accuracy further as training659

epochs increase. Despite the broader numerical representation660

range exhibited by the baseline method in comparison to661

the approach we propose, performance between the two is662

similar in most cases. This phenomenon is mainly attributed663

to the fact that the RN18 and RN34 models possess sufficient664

feature extraction capability. Ultimately, considering hardware665

friendliness, our approach exhibits a marked superiority in666

overall performance.667

C. ConvPU/BCMPU Validation668

To validate the effectiveness of the computational cores,669

we select the configurations of the main convolutional lay-670

ers in ResNet-18/34 networks and conduct performance and671

efficiency tests on the computational core based on different672

Fig. 10. Throughput and DSP busy rate of ConvPU and BCMPU running
the same convolutional layer with the same parallel parameters.

compression parameters (BS-1/4/8/16). The specific network 673

layer configurations (layer1/2/3/4) are {(56/28/14/7)2 × 674

64/128/256/512} → {(56/28/14/7)2 × 64/128/256/512}, 675

with K/S/P values of 3/1/1 and a W8A8 bitwidth. For a fair 676

comparison, we separately deploy ConvPU and BCMPU on 677

Xilinx ZCU102, both executing the above four convolutional 678

layers with the same level of parallelism. ConvPU has a 679

parallelism of 16×16, while BCMPU has a parallelism of 680

32×16/8×4 (complex computation). We obtain performance 681

through C/RTL co-simulation in Vitis HLS (v2021.2). 682

Fig. 10 illustrates the performance and efficiency of both 683

cores when executing the respective layers independently. In 684

terms of throughput, it can be observed that BCMPU exhibits 685

a significant throughput advantage (more than 2×) compared 686

to ConvPU. Across layer1 to layer4, as the compression 687

ratio increases (BS-1 to BS-16), BCMPU’s throughput for 688

each layer gradually improves, demonstrating the adaptability 689

of our designed BCMPU to different BS values. Regarding 690

DSP utilization, except for layer1, ConvPU’s DSP busy ratio 691

is consistently above 85%, primarily due to the relatively 692

small channel count (64) in layer1. The optimized BCMPU 693

maintains an acceptable level of DSP utilization. However, 694

compared to ConvPU, BCMPU’s DSP utilization decreases, 695

mainly because the computation after BCM compression is 696

less and more complex than the original convolution. 697

Additionally, we observe the following patterns in 698

BCMPU execution: 1) within the same convolutional 699

layer, DSP utilization during BCMPU runtime decreases 700
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Fig. 11. Latency estimation errors of the ConvPU.

as the compression ratio increases and 2) across different701

convolutional layers, the impact of compression ratio on702

DSP utilization gradually diminishes with increasing channel703

depth. The reasons for these phenomena are twofold: 1)704

larger compression parameters imply a smaller computational705

load for the compressed convolutional layer, making it more706

challenging to utilize DSP under the same parallelism and 2)707

we perform tiling in the channel dimension, and as channel708

depth increases, the deepening of the pipeline reduces the709

impact of injection and ejection phases on overall latency. In710

conclusion, our designed ConvPU and BCMPU can effectively711

handle different layers while maintaining an acceptable DSP712

utilization. Furthermore, low-bit-width multiplication packing713

contributes to further enhancing DSP efficiency.714

D. Accelerator Modeling Validation715

To avoid time-consuming hardware deployment, we have716

performed precise modeling of the accelerator’s performance717

and resources to reflect the actual deployment of the model.718

Therefore, this section will verify the prediction accuracy of719

the accelerator model to evaluate its effectiveness. We compare720

the result with the C/RTL co-simulation result in Vitis HLS721

(v2021.2) and the synthesis result in Vivado (v2021.2).722

Here, the tested feature map sizes include [56, 28, 14],723

channel sizes include [64, 128, 256, 512], and the 3 × 3 and724

1 × 1 convolution kernel sizes. Instead of a full permutation,725

we chose 14 representative layer configurations as test cases.726

We perform performance verification on the ConvPU and727

BCMPU units separately and present the verification results728

in Figs. 11 and 12. The hardware parameters in both cores729

are randomly sampled. It can be observed that, for the730

general convolution core, our performance model exhibits731

excellent performance in terms of error rate, remaining within732

0.7%. In contrast, the prediction model described in the733

work [39] fluctuated within 10% in error rate, highlighting734

the significant error reduction we achieved. Compared to735

ConvPU, BCMPU has a slightly higher-error rate, mainly due736

to: 1) BCMPU’s operation is relatively complex, containing737

more pipeline delays and 2) the overall latency is small,738

increasing its memory access delay ratio. Overall, BCMPU’s739

prediction error rate is still acceptable, remaining within 2%.740

Furthermore, we select five common hardware configurations741

where the resource prediction results deviate from the actual742

outcomes by single-digit discrepancies, which will not be743

further demonstrated.744

E. Validation of Co-Search Effectiveness745

To validate the effectiveness of our co-exploration approach,746

we conduct experiments using RN18 on the Xilinx ZCU102747

Fig. 12. Latency estimation errors of the BCMPU.

Fig. 13. Accuracy and latency tradeoffs. (a) Random compressed network-
accelerator pairs versus (b) random networks with Algorithm 1 enhanced.

platform. We randomly sample 100 compressed subnets from 748

the compression parameter space (≈ 1E+10). Each subnet 749

undergoes the same training setting over 36 epochs on the 750

ImageNet-100 dataset to assess the accuracy. Further, for each 751

sampled subnet, we generate 100 distinct hardware configura- 752

tion sets from a pruned parameter space (≈ 1E+11, detailed 753

in Table III), adhering to constraints ensuring DSP utilization 754

exceeds 50% and BRAM utilization does not surpass 90% of 755

the ZCU102’s capacity. 756

Fig. 13(a) shows the distribution of accuracy and latency 757

among randomly generated compressed CNN-accelerator 758

pairs. Notably, even with a limited sample size, we observe 759

accuracy fluctuations reaching up to 5% at matching latencies, 760

suggesting that this effect could be even more significant when 761

extended to larger datasets, such as the ImageNet-1k dataset. 762

Fig. 13(b) depicts the accuracy and latency distribution of 763

compressed CNN-accelerator pairs after optimizing hardware 764

parameters via Algorithm 1, effectively demonstrating the 765

criticality of the hardware generation algorithm. 766

To further elucidate the effectiveness of the co-exploration, 767

we use annotations with different shapes to differentiate 768

model-accelerator pairs under fixed compression strategies 769

(BS-4/8/16) and uncompressed (BS-1). Compared to fixed 770

BCM compression strategies [8], [9], which are commonly 771

used in previous work, our searched solutions notably achieve 772

superior tradeoffs between accuracy and latency. Furthermore, 773

we observe that the hybrid schemes more effectively balance 774

accuracy and latency, underscoring the need for layer-wise 775

hybrid BS strategies. Although random exploration occasion- 776

ally produces near-optimal outcomes (e.g., cases “A” and 777

“B”), it is generally inefficient, which requires 215.4 GPU 778

hours to evaluate 100 random subnets–approximately 17 times 779

more computationally expensive than our method. For deeper 780

networks, such as ResNet34, the random method becomes 781

impractical. In contrast, our differentiable search method 782
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Fig. 14. Performance comparison with CPU and GPU versions.

scales efficiently with model training overhead and offers tai-783

lored tradeoff strategies to meet various latency requirements.784

F. Comparison With CPU and GPU785

In this section, we undertake a comparative analysis of786

performance and energy efficiency across CPU, GPU, and787

the searched FPGA accelerators. We use the PyTorch (v2.0.1)788

framework with CUDA 11.7 and cuDNN 8.5.0 to run789

model inference on CPU and GPU platforms, and detailed790

information is listed as follows.791

1) CPU Baseline: Intel i7-8700K processor with 12-MB792

cache, six physical cores, 12 threads operating at793

3.7 GHz, and the thermal design power (TDP) is 95 W.794

2) GPU Baseline: NVIDIA Tesla V100S with 32-795

GB HBM2 and 5120 hardware threads operating at796

1.245 GHz.797

We also implement the original model on CPU and GPU,798

denoted as “Orig..” We exclusively perform FP16 inference on799

the original model due to the absence of half-precision support800

in PyTorch’s FFT/IFFT operations. CPU power consumption801

is estimated as the product of CPU utilization and TDP power,802

and GPU power is measured using nvidia-smi. Both the CPU803

and GPU versions run with a batch size of two.804

Fig. 14 illustrates the performance comparison between the805

accelerator and CPU/GPU during the execution of BCM-806

compressed RN18 and RN34. Our accelerators demonstrate807

substantial throughput improvements of 10.92× and 14.0×,808

respectively, in comparison to the CPU baseline. Our accel-809

erators, when benchmarked against the GPU baseline, deliver810

performances at 70% and 79% of the GPU’s level, respectively,811

indicating that they are indeed outpaced by GPUs. This812

discrepancy can be attributed to the embedded nature of813

the ZCU102 platform, which possesses constrained hardware814

resources. Despite the reduction in model computation result-815

ing from BCM compression, we observe a noteworthy decline816

in performance rather than an enhancement in both CPU and817

GPU performance. This phenomenon is primarily attributable818

to the PyTorch framework’s specific optimizations for standard819

convolution operations, including computational and memory820

optimizations on the CPU and TensorCore optimizations on821

the GPU. In contrast, the BCM compression operations,822

relying on FFT/IFFT, are inherently intricate and lack dedi-823

cated optimizations. In terms of energy efficiency (FPS/W),824

as depicted in Fig. 15, our accelerators exhibit noteworthy825

enhancements of 63.0× and 73.8× for BCM-RN18 and826

BCM-RN34, respectively, when juxtaposed with their CPU827

counterparts. Relative to the GPU versions, our accelerators828

also realize improvements of 6.42× and 7.96×, respectively.829

Furthermore, within the GPU version employing FP16, the830

half-precision inference reduces the video memory and power831

Fig. 15. Energy efficiency comparison with CPU and GPU versions.

consumption instead of performance improvements for RN18 832

and RN34. Considering these factors, it is reasonable that our 833

accelerators tradeoff some performance for substantial gains 834

in energy efficiency when compared to GPUs. 835

G. Comprehensive Performance Comparison 836

We compare the solutions generated by FlexBCM with some 837

state-of-the-art FPGA accelerators in terms of throughput, 838

computational efficiency, and model accuracy, as shown in 839

Table VIII. 840

Regarding throughput, our accelerators demonstrate out- 841

standing performance compared to prior research, achieving 842

throughputs of 448 and 589 GOP/s on RN18 and RN34, 843

respectively, representing improvements of 1.10–2.56 times 844

over previous works. Regarding computational efficiency, our 845

accelerators achieve 45.21 and 51.67 GOP/s/W on RN18 and 846

RN34, respectively, showcasing improvements of 1.21–3.02 847

times compared to prior work. These significant enhance- 848

ments primarily stem from two aspects: 1) the application of 849

BCM regular compression and frequency domain quantization 850

algorithms facilitates hardware gains and 2) the efficient and 851

flexible hardware core design exploits the algorithmic poten- 852

tial. Specifically, on the same platform [34] and [43], based 853

on the INT16 quantization strategy, achieve high throughput 854

on the compressed VGG16. However, it is noteworthy that 855

the irregular pruning adopted in both works cannot guarantee 856

the requirement of common multipliers during INT8 data 857

packing. Therefore, INT8 quantization does not ensure the 858

DSP efficiency improvement reported in [34] and [43]. We 859

compare our work with [9], which similarly employs BCM 860

compression but applies further pruning to enhance flexibility. 861

Nonetheless, this work sets a fixed compression rate for 862

each network layer, requiring manual tuning and leading to 863

a noticeable decline in accuracy (3% in Top-1 accuracy). 864

Therefore, our design excels beyond [9] in both accuracy and 865

computational efficiency, owing to our implementation of more 866

flexible compression strategies and optimized quantization 867

algorithms. 868

Regarding model accuracy, following [41] and [43], we opt 869

for accuracy degradation as a metric to assess the impact of 870

compression on accuracy. This metric mitigates the variations 871

caused by different models and settings. The results show 872

that the accuracy of the model compressed by FlexBCM is 873

comparable to previous research results [5], [41]. By incor- 874

porating innovative quantization algorithms, Sun et al. [42] 875

achieved higher accuracy in RN18, yet our design maintains 876

an advantage in resource consumption and energy efficiency. 877

Moreover, our automated search method demonstrates superior 878

scalability. FlexBCM can rapidly explore the algorithm- 879

hardware design space and yield efficient model-accelerator 880
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pairs in various application scenarios without requiring manual881

iterative experimentation.882

VIII. CONCLUSION883

In this article, we propose an automated framework,884

FlexBCM, for co-exploring hybrid BCM-compressed CNNs885

and accelerators, which overcomes the limitations of prior886

BCM compression methods and further explores the hardware-887

algorithm joint design space. First, we efficiently explore the888

compression space in a differentiable manner. Then, we design889

and model the hardware architectures that flexibly support890

different compression parameters. Finally, we efficiently inte-891

grate algorithm exploration and hardware design based on fast892

hardware generation. Compared with prior works, FlexBCM893

achieves significant computational efficiency improvement.894
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