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Abstract—Wearable and Internet of Things (IoT) devices
are becoming popular in several applications such as health
monitoring, wide area sensing, and digital agriculture. These
devices are energy-constrained due to limited battery capacities.
As such, IoT devices harvest energy from the environment and
manage it to prolong operation of the system. Stochastic nature
of ambient energy, coupled with small battery sizes may lead to
insufficient energy for obtaining data from all sensors. As a result,
sensors either have to be duty cycled or subsampled to meet the
energy budget. However, machine learning (ML) models for these
applications are typically trained with the assumption that data
from all sensors are available, leading to loss in accuracy. To
overcome this, we propose a novel approach that combines data
imputation with energy management. Data imputation aims to
substitute missing data with appropriate values so that complete
sensor data are available for application processing, while energy
management makes energy budget decisions on the devices. We
use the energy budget to obtain complete data from as many
sensors as possible and turn off other sensors instead of duty
cycling all sensors. Then, we use a low-overhead imputation
technique for unavailable sensors and use them in ML models.
Evaluations with six diverse datasets show that the proposed EMI
approach achieves 25-55% higher accuracy when compared to
duty cycling or subsampling without using additional energy.

I. INTRODUCTION

Wearable and Internet of Things (IoT) devices, coupled with
machine learning (ML) are transforming multiple facets of
human life including health monitoring, digital agriculture, and
wildfire monitoring [1–3]. These devices integrate multiple
sensors and processors to obtain relevant data and process
them in-situ using ML models. Development of the innovative
applications has been primarily enabled by low-cost sensors,
ML algorithms, and processor technologies [1, 2].

Despite the potential offered by IoT devices, they face sig-
nificant challenges in adoption due to limited battery capacities
and frequent recharging needs [1]. Energy harvesting (EH)
and management have emerged as a promising approach to
mitigate battery limitations in wearable and IoT devices [4–
6]. Energy management (EM) algorithms in wearable and
IoT devices aim to distribute energy in the system such
that application quality is maximized. A common goal of
EM in wearable and IoT devices is achieving energy neutral
operation (ENO), whereby the energy consumed in a given
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horizon (e.g., a day) is equal to the harvested energy [5, 7].
The goal of EM in ENO is to allocate energy to each sensor
in the system such that the application quality is maximized.

EM algorithms on wearable and IoT devices aim to meet the
energy needs of all sensors and processors to fulfill application
requirements [5, 7, 8]. Applications maintain accuracy or
quality of service when sufficient energy is available for all
components. However, due to variations in ambient energy,
this is not always possible. EM algorithms typically allocate
maximum energy to each sensor while ensuring ENO, how-
ever, reduced energy allocation can lead to subsampling or
lower duty cycles, impacting application quality.

ML models on wearable and IoT applications are typically
trained with the assumption that data from all sensors are
available during runtime inference [9]. However, this assump-
tion does not hold when sensors have lower duty cycle or are
subsampled due to energy limitations. This leads to significant
reduction in accuracy of applications. Our evaluations show
that duty cycling can lead to 40% reduction in accuracy for
the Shoaib et al. dataset [2]. Obtaining high accuracy with
variable levels of energy is a challenging problem since it
either requires storage of multiple models (higher memory) or
detailed characterization of the energy-accuracy trade-off.

This paper proposes a novel approach, referred to as Energy
Management with Imputation (EMI), that integrates data im-
putation with EM to enable high application accuracy with in-
sufficient energy availability. The proposed approach is based
on the following key insights: 1) We can redistribute the energy
across sensors such that a subset of sensors have required en-
ergy to provide data without turning off or subsampling. Since
each sensor affects the accuracy differently, EMI first turns on
sensors that have highest impact on the accuracy using a look-
up table that is obtained during design time. Other sensors in
the system are turned off due to energy redistribution. 2) Then,
we can utilize data from available sensors to impute data for
sensors that are turned off. Specifically, the imputation process
uses information from available sensors to estimate readings
for sensors that are not available due to energy limitations.
Once imputed, the data are passed to the ML models for
application processing (e.g., classification). Key advantage of
the proposed EMI approach is that it avoids incomplete sensor
data. More importantly, EMI does not use additional energy in
a given interval since our approach is based on redistribution,
thus making it highly energy efficient and energy neutral.

We validate EMI with six diverse health monitoring
datasets [2, 10–14]. For each of these datasets, we first
characterize required energy levels for sensors and accuracy
drop with missing sensors. Then, we evaluate EMI under
various energy availability conditions to obtain accuracy im-
provements with EMI. Specifically, we utilize solar EH data
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from the National Renewable Energy Laboratory (NREL)
in Golden, Colorado [15] to simulate EMI under real-world
energy conditions. Evaluations with EH data show that EMI
consistently achieves 25–55% higher accuracy than either
duty cycling or subsampling of sensors. We also evaluate
EMI with uniformly distributed random energy allocations
since EH data is unable to capture all possible operating
conditions. Validation with random energy data shows that
EMI is able to achieve 30-35% higher accuracy, on average,
when compared to baseline methods. Finally, measurements
on Odroid-XU3 [16] and Texas Instruments CC2652R devices
show that EMI incurs less than 1 J of energy overhead for
every hour of operation. We note that EMI does not draw
additional energy from the battery since energy used for
redistribution and imputation is derived from the initial EM
allocation. In summary, this paper makes the following novel
contributions:

• A novel algorithm that combines data imputation with
EM in wearable and IoT devices to maximize accuracy
when sufficient energy is not available for complete
operation. To the best of our knowledge, this is the first
approach that combines EM with data imputation,

• Characterization of accuracy when lower duty cycle or
subsampling are used to maintain ENO in IoT devices,

• Experimental validation with six diverse datasets with
multiple EM and imputation methods showing efficacy
of EMI in a wide range of energy conditions.

Rest of the paper is organized as follows. Section II reviews
prior work in EM algorithms and imputation for IoT devices.
Section III provides background on the IoT system architecture
and introduces the EMI problem. We provide details about
the proposed EMI algorithm in Section IV, followed by
detailed experimental results in Section V. Finally, Section VI
concludes the paper with some future research directions.

II. RELATED WORK

Small batteries in wearable and IoT devices have necessi-
tated the integration of EH technologies [6, 7, 17]. EH from
ambient sources requires algorithms that optimally manage
the energy [5, 8]. Prior EM algorithms [5, 8] proposed
in the literature typically allocate energy to maintain ENO.
While ENO is useful to improve operating time, it can lower
energy budgets for sensors, leading to lower duty cycles or
subsampling. Unavailability of data, in turn, can lead to lower
application accuracy.

Recent research has proposed approaches to balance en-
ergy availability and accuracy by designing multiple design
points (DPs) [18, 19]. For instance, the approach in [18] aims
to mitigate the accuracy loss by providing multiple DPs with
varying energy-accuracy trade-off. Specifically, it chooses a
combination of DPs to maximize accuracy under an energy
budget. However, designing multiple DPs requires extensive
characterization and may require large number of DPs to
be effective. Therefore, there is a strong need to develop
approaches that achieve ENO while maintaining high accuracy.

Usage of ML models in wearable devices has become
popular to handle complex sensor data and applications [1–
3]. Popularity of ML models has led to the study of methods

for low power and efficient inference [20–22] on mobile and
wearable devices. For instance, the approach in [20] analyzes
the performance of various components, such as big cores,
LITTLE cores, and graphics processors for neural inference.
Similarly, the work in [21] proposes high-throughput inference
of convolutional neural networks. These approaches are impor-
tant and complementary to the proposed EMI algorithm since
they lower application energy requirements to enable ENO.

Imputation of sensor data is a promising approach to
improve reliability of wearable and IoT applications [9, 23–
25]. Prior approaches aim to impute sensor data that are
missing due to malfunction or user error [9, 26–28]. Inspired
by this, we propose to strategically turn off sensors to manage
energy in the system and then impute them with lower energy.
Recent work also uses generative networks to impute missing
sensor data [23, 24, 29]. For instance, generative adversarial
imputation networks [23, 30] use available data and a mask
to impute missing values using a fully connected generator
network. Similarly, the work in [24] uses autoencoders to
impute data as a function of the available data. Generative
networks are typically useful when imputation of raw data is
important. At the same time, they incur higher overhead due
to large number of parameters.

Prior research has also used statistical methods, such as
mean and median of observed samples around the missing data
to obtain imputation patterns from training set to fill in missing
data [31, 32]. These methods are intuitive and commonly
used for missing data imputation due to their low overhead.
Clustering-based approaches have also been proposed for
data imputation [25]. These approaches first identify clusters
in training data and identify patterns that can be used to
impute data at runtime. Specifically, these approaches learn
the inter-relationship between sensor clusters to infer possible
imputation patterns at runtime [25]. We propose to use these
imputation algorithms in conjunction with EM approaches to
maximize application accuracy. Overall, the key idea of EMI is
to strategically turn off sensors at runtime when energy budget
is limited and impute them using available data.

III. BACKGROUND AND PROBLEM SETUP

A. Wearable and IoT System Architecture

We consider a general IoT system with multiple sensors
and a central processor that performs application processing,
as shown in Figure 1. The system contains a battery to power
sensors and processors. Since the battery alone is not sufficient
to provide energy at all times, we utilize light EH to augment
the battery. The battery and EH are managed through an
EM algorithm that decides energy budget for each sensor to
maintain ENO while maximizing application quality. With this
setup, EMI uses the following models for application and EM.

1) Application Model: Let us consider that the IoT system
includes M sensors to collect application data. We must
perform periodic application execution to ensure that events
are not missed. Specifically, each sensor data window consists
of T samples, resulting in M × T data matrix for M sensors.
Without loss of generality, we assume that applications consist
of classification tasks where the model fθ provides one of A
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Fig. 1: Overview of the proposed EMI approach.

labels for each window. ML model fθ is trained using su-
pervised learning methods with offline training data assuming
that all sensors are available during inference.

2) Energy Management Model: We consider that a battery
with capacity B J is used to power the IoT device. The system
also includes one or more EH modalities to augment the
battery. Next, we assume that a sensor in the system requires
ERq

si (n) (1 ≤ i ≤ M) in an interval n to obtain all required
data. Given this, the goal of an EM algorithm is to allocate
energy Ea

si to each sensor si to meet its energy requirements
while maintaining ENO to ensure long-term sustainability.

Energy from ambient sources follows a daily pattern with
day-to-day variations. Therefore, EM algorithms in IoT de-
vices aim to achieve ENO for a one-day horizon [5, 33].
Energy availability also changes during the day due to weather
conditions. To this end, we divide a day into N equal intervals
for EM decisions. The length of each interval is typically
longer than an application window since making decisions
with short intervals leads to additional overhead.

B. Problem Setup

The overall goal for wearable and IoT devices is to maxi-
mize application accuracy while maintaining ENO using EM
algorithms. EM algorithm decisions typically ensure equitable
energy to all sensors while maximizing performance. While
this is useful, it does not lead to high application accuracy
when available energy budgets are not sufficient to meet sensor
requirements. Maximizing application accuracy directly in an
EM algorithm is challenging because we must characterize
a wide range of energy-accuracy trade-offs for all sensors.
Even with complete information, we must lower the duty cycle
or subsample sensors in energy deficient intervals, leading
to accuracy degradation. EMI aims to maximize application
accuracy by turning off some sensors and imputing remaining
sensors while maintaining ENO. To this end, EMI takes EM
decisions Ea

si as inputs and obtains final energy consumption
Ec

si (1 ≤ i ≤ M) that maximizes accuracy.

IV. PROPOSED EMI APPROACH

A. Overview of EMI

Figure 1 shows an overview of the proposed EMI approach.
We start with generation of training data and classification
models for each dataset. EMI uses 1-dimensional convolu-
tional neural networks (1D-CNNs) for consistency while not-
ing that any supervised learning classifier is applicable. EMI
assesses accuracy loss when a sensor is unable to provide data,
substituting zeros to simulate realistic behavior when sensors
are off due to energy constraints. This accuracy loss, indicating

each sensor’s importance, is stored in a look-up table for
runtime usage. We also train multiple imputation algorithms
to provide data for sensors turned off by EMI, demonstrating
the benefits of combining imputation with EM. Next, EM
algorithms require knowledge of energy requirement of each
sensor to obtain allocations. To this end, we characterize the
energy requirement of each sensor and store it in a table.

EMI runtime framework takes the application classifier fθ,
imputation algorithms, accuracy loss table, and sensor energy
requirements as inputs. Using the energy requirements and
potential EH values, we first obtain the energy allocation
Ea

si (1 ≤ i ≤ M) for each sensor in a decision interval n.
EMI takes these energy allocations and performs redistribution
and turns off sensors if energy is insufficient. Then, one of the
imputation algorithms is used to obtain data for sensors that
are turned off. Finally, fθ is used to perform classification.

B. Energy Management for ENO

We use an EM formulation that has been used in several
prior approaches to achieve ENO [5, 33]. Assuming a battery
to store energy and EH of EH(n) in each interval n, we can
formulate the EM problem as follows:

max. O =

N−1∑
n=0

M∑
i=1

ln

(
Ea

si(n)

ERq
si (n)

∗ 100
)

(1)

s. t. EB(n+ 1) = EB(n) + ηEH(n)−
M∑
i=1

Ea
si(n) (2)

EB(N) = EB(0) ≥ ET , EB(n) ≥ Emin 0 ≤ n ≤ N − 1
(3)

Ea
si(n) ≤ ERq

si (n), 1 ≤ i ≤ M (4)

Equation 1 aims to allocate up to the requirement for each
sensor and uses logarithm of ratio of Ea

si(n) and ERq
si (n) as

the objective. Maximizing the sum of the logarithms ensures
that all sensors get as much energy as possible to fulfill their
requirements. Next, the first constraint describes battery energy
dynamics where the battery EB(n+1) is given by the previous
level, EH EH(n), efficiency η, and actual energy consumption
Ea

si of the sensors. The constraints in Equation 3 specify that
battery energy EB(N) at the end of the horizon is greater than
a target level ET to ensure ENO. We also impose a minimum
energy constraint to ensure that battery levels are always
greater than Emin. Finally, Equation 4 ensures that energy
allocated to sensors is less than or equal to the requirements.
Problem Solution: The EM problem in Equations 1–4 is
a convex optimization problem with linear and non-linear
constraints. Convexity in a problem requires that both objec-
tives and constraints are convex or linear in nature [34]. The
constraints in the EM optimization problem are linear in the
optimization variable Ea

si(n). Furthermore, we can show that
the objective function is concave by calculating the Hessian.
First, the gradient of the objective while omitting known
quantities (100 and energy requirements) can be obtained as:

∇O = [1/Ea
s1(0), · · · , 1/E

a
sM (N − 1)] (5)
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Taking derivative of the gradient, we get the Hessian as:

H(O) = [−1/(Ea
s1(0))

2, · · · ,−1/(Ea
sM (N − 1))2] (6)

Each element of the Hessian is negative since energy al-
locations are non-negative and ERq

si (n) is always positive.
Consequently, the objective function is strictly concave [34].
Since we maximize the objective, the resulting optimization
problem is convex. Indeed, convex optimization for EM in
IoT devices has been used in several prior works [35–37],
thus showing its promise in obtaining effective EM decisions.

The problem solution gives the energy allocation of each
sensor Ea

si(n). Optimal solution requires exact knowledge of
future EH, which is not feasible at runtime. Therefore, EM
algorithms typically predict future EH and use heuristics to
obtain the solutions [5, 33]. In this work, we utilize four
complementary EM algorithms to understand performance of
EMI under various conditions, as described in the following.

1) Optimal EM Oracle (EM-O): The EM problem can be
solved optimally using a convex solver with knowledge of
actual EH values [34]. While this is not practical, knowing
the optimal EM decisions in the best case provides an upper
bound on the performance of EMI. To this end, we leverage
the CVX solver [38] to obtain optimal EM decisions Ea

si(n)
for each interval. Next, actual energy consumption Ec

si(n) may
not match energy allocation Ea

si(n) due to redistribution from
EMI, thus changing optimal decisions for future intervals. To
this end, we re-run the optimization algorithm at the beginning
of each interval n to adjust future allocations.

2) EM with Iterative Gradient Projection (EM-IGP): Re-
cent research has proposed iterative gradient projection (IGP)
algorithms to efficiently solve convex optimization prob-
lems [39]. The iterative algorithms can fine tune the number
of iterations, step sizes, and tolerances to trade-off accuracy
and efficiency. We employ an iterative algorithm that uses the
Lagrangian to obtain energy allocations. As a first step, we
can write the optimization problem in a compact form as:

max. O (7)

s. t. A(EH −
M∑
i=1

EA
si)−B ≥ 0 (8)

C(ERq
si −EA

si) ≥ 0, 1 ≤ i ≤ M (9)

where EH = [EB(0) + ηEH(0), ηEH(1), · · · , ηEH(N − 1)]
captures the energy input to the system. The first interval
includes initial battery energy EB(0), while all other intervals
include ηEH(n). Similarly, EA

si is the energy allocation vector
for each sensor si. Vector B = [Emin, Emin, · · · , ET ] cap-
tures the minimum energy level at the end of each interval.
The last element of B is populated with ET to capture the
target energy for ENO. ERq

si is a vector used to denote the
energy requirements in each interval for sensors. Using this
notation, the constraint in Equation 8 captures the battery
energy dynamics, minimum energy, and target constraints.
N × N lower triangular matrix A with ones for non-zero
values is used to represent the constraints in a compact manner.
Similarly, Equation 9 ensures that each energy allocation is
below the requirement. C is an N × N identity matrix to

Algorithm 1: Iterative gradient projection algorithm
1 Input: A,C,EH ,B,ERq

si , tolerance, Step Size δ, and Itermax

2 EA
si
← rand(N ×M, 1)

3 λ1, λ∗
1 ← rand(N ×M, 1)

4 λ2, λ∗
2 ← rand(N ×M, 1)

5 while ||λ∗
1 − λ1|| > tolerance and ||λ∗

2 − λ2|| and
iter ≤ Itermax do

6 λ1 ← λ∗
1

7 λ2 ← λ∗
2

8 EA
si
← ∇−1O(λT

1 A+ λT
2 C) (follows from Equation 10)

9 λ∗
1 ← max {λ1 + δ × (A(

∑M
i=1 E

A
si
)−EH +B), 0}

10 λ∗
2 ← max {λ2 + δ × (EA

si
−ERq

si ), 0}
11 end
12 return EA

si
, λ∗

1 , and λ∗
2

capture all intervals at once. Using the above formulation, we
can write the Lagrangian of the problem as:

L = O(EA
si)+λT

1 (A(EH −
M∑
i=1

EA
si)−B)+λT

2 C(ERq
si −EA

si)

where λ1 and λ2 are the Lagrange multipliers and O(EA
si) is

a vector valued function to capture utility. We can utilize the
Karush-Kuhn-Tucker (KKT) conditions to obtain optimality
conditions [34] as:

∇O(EA
si)− λT

1 A− λT
2 C = 0 (10)

λT
1 (A(EH −

M∑
i=1

EA
si)−B) = 0, λ1 ≥ 0 (11)

λT
2 C(ERq

si −EA
si) = 0 λ2 ≥ 0 (12)

where 0 is a zero vector and ∇O(EA
si) is the gradient of the

utility vector that follows from Equation 1.
We can obtain solution to the EM problem by solving

the system of equations in Equation 10–12. Since our goal
is to obtain an energy efficient solution, we utilize the IGP
algorithm proposed in [39]. Algorithm 1 shows the IGP
algorithm used in EMI. The algorithm takes EH values, A, C
matrices, tolerance levels, and maximum iterations as inputs.
Using the inputs, we first initialize energy allocation and dual
variables randomly. Then, we perform the following steps
until either the tolerance is met or maximum number of
iterations are executed: 1) allocate energy to each sensor for
all intervals using inverse of the gradient, 2) update values for
dual variables using a feasible descent direction. The algorithm
returns energy allocations upon exit. Tolerance, step size, and
maximum number of iterations allow us to control the accuracy
and runtime overhead. We set the tolerance and step size to
0.00001 and 0.01 in our experiments to achieve convergence
in about 100 iterations while consuming at most 30 mJ energy.
Algorithm Complexity: The algorithm must find the energy
allocations for M sensors across N intervals, resulting in
N×M variables when optimizing for N intervals. Setting the
allocations by calculating the gradient results in complexity
of O(N × M). Next, vector matrix multiplications in each
iteration result in complexity of O((NM)2). Combined with
the number of iterations, we obtain a worst case complexity
of O(Itermax(NM)2). In practice, we observe that the algo-
rithm converges in a small number of iterations. The iterative
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gradient EM algorithm is executed with actual EH values to
understand the benefits of EMI with a low-overhead algorithm.

3) EM with Energy Predictions (EM-Pred): The EM-O and
EM-IGP algorithms for EM provide useful baselines for EMI,
however, they are not realistic for deployment since they use
actual values of EH. To this end, we propose to use one of two
methods to predict future EH: a) moving average of past three
days of EH values and b) ML-based hierarchical prediction
from [40]. Using the three day moving average, we can write
the expected value of EH ÊH(n) in an interval n as:

ÊH(n) =

∑3
i=1 E

∗H
d−i(n)

3
, 0 ≤ n ≤ N (13)

where E∗H is the actual energy in past days and d denotes
the current day. We use average of past three days since it
provides accurate predictions with low overhead. Similarly,
the hierarchical approach in [40] uses two low-overhead neural
networks to predict EH. At first, it predicts energy level (low,
medium or high) and then it predicts future energy with an
energy prediction network corresponding to the energy level.
This approach provides EH estimates with higher accuracy,
albeit with a slightly higher overhead. The EH predictions are
used in Algorithm 1 to obtain allocations for each sensor.

4) EM with Constraint Relaxation (EM-Heur): The algo-
rithms presented above use iterative approaches that account
for the EM constraints. They may present higher overhead for
some wearable applications. Therefore, we use the heuristic
algorithm presented in [41] as an additional EM algorithm.
The heuristic first relaxes the minimum energy constraint to
obtain a closed form solution using KKT conditions. The
constraint is then applied at runtime by capping the energy
consumption if there is a violation. The heuristic provides
EM decisions with negligible overhead, albeit with a higher
potential of constraint violations. We include it in EMI when
overhead of iterative approaches is not desirable.

C. Sensor Data Imputation

One of the critical components of EMI is data imputation at
runtime to maximize accuracy. We must have a low-overhead
imputation algorithm since the system is operating under
limited energy budget. A number of approaches have been
used in the literature to impute data [23, 24, 27]. Broadly, we
can divide these into constant data, generative, and clustering-
based imputation [25, 28]. We propose to utilize one approach
from each of these classes in EMI, as detailed next.

1) Average Filling Imputation: One of the simplest methods
to impute data is obtaining an average value for each sensor
at design time. These average patterns can be saved on the
IoT device in a look-up table so that they can be used at
runtime. Average-filling provides a low-overhead, yet effective
method for imputing data. Average-filling is attractive when
reconstruction of raw data is not the main goal for imputation.

2) GAIN Imputation: Generative approaches have been
effective in imputation tasks [23, 24]. We utilize the generative
adversarial imputation networks (GAIN) method [23] in EMI.
GAIN architecture includes a generator and a discriminator to
impute data at runtime. The generator takes sensor data with

GAIN Generator11 0 0 1
10 1 1 0
11 0 1 1

Generated data Impute under mask

Mask

Fig. 2: Overview of imputation using GAIN.

Sensor data 
clustering

Find representative 
window for each cluster

Learn cluster mapping 
across sensors

Store rep. windows 
and mapping table

Fig. 3: Overview of clustering-based imputation.

missing values and a missing mask as inputs. The missing
mask specifies instances where data are missing, as shown in
Figure 2. Using these inputs, the generator obtains data for
missing sensors. We employ GAIN in EMI to handle cases
where imputation of raw data is required.

3) Clustering-Based Imputation: Sensor data in wearable
and IoT applications often follow repetitive patterns with
variations across users and time. We can use unsupervised
clustering to group sensor data into clusters, then select a
representative data pattern from each cluster for runtime usage.
We can also predict clusters for unavailable sensors based on
available sensors by learning the relationship between sensors.
For instance, consider that we have two sensors in a system
and each sensor has three clusters. We may observe that when
data from sensor 1 lies in cluster 1, data from sensor 2 lies
in cluster 3. If EMI turns off sensor 2 due to limited energy,
we can use the cluster information of sensor 1 to predict that
data in sensor 2 belongs to cluster 3. The representative data
for cluster 3 are then used as the imputation. The imputation
process is detailed below and summarized in Figure 3.

Sensor Data Clustering: EMI uses k-means clustering to
obtain clusters of sensor data. We choose the number of
clusters k through a design space exploration while ensuring
that data in each cluster are similar and clusters are not sparse.

Representative Data for Each Cluster: After clustering, EMI
selects a representative data pattern for each cluster to use in
imputation. The representative data are determined by calcu-
lating the average pairwise Euclidean distance between each
window in the cluster to all other windows. The window with
the smallest average distance is chosen as the representative
data, effectively representing an ‘average’ case for the cluster.

Cluster Mapping and Imputation: We use cluster informa-
tion of training data to generate a mapping table to capture
interrelationships across sensors. Each row of the table con-
tains a unique mapping of sensor clusters. For instance, our
previous example with two sensors would contain {1, 3} as
a mapping for sensors one and two, respectively. At runtime,
we use the cluster information of sensors turned on by EMI
as keys to the mapping table to predict clusters of unavailable
sensors. Representative data corresponding to the predicted
clusters are used to impute data.



6

D. Accuracy-Preserving EMI Algorithm

Energy allocations from the EM algorithms are used by the
sensors to collect data for use in ML models. The ML models
have complete data and achieve maximum accuracy in a given
interval n when Ea

si(n) = ERq
si (n) for all sensors. As such,

EMI does not perform any optimization when sufficient energy
is available and Ec

si(n) is set to Ea
si(n). However, if energy

allocations from the EM algorithm are not sufficient to power
all sensors, EMI redistributes energy to maximize accuracy.

1) EMI Energy Redistribution: Insufficient energy to sen-
sors leads to either lower duty cycle or subsampling to ensure
that energy consumption does not exceed the available budget.
Lower duty cycle or subsampling typically leads to zeros in the
data for unavailable time instances, leading to lower accuracy.
Including all possible duty cycles during training is intractable
since there is a large space of possible duty cycles. To this
end, EMI redistributes available energy to sensors such that
sensors that are turned on provide complete data. The design
space of EMI is 2M with M sensors, since each sensor is
either turned on or off. The design space becomes larger if
EMI chooses one of multiple operating points once a sensor is
turned on, such as changing the sampling frequency. However,
we consider the smaller design space of turning sensors on or
off in this work. We also note that correlation between sensors
can be analyzed to disable any redundant sensors. EMI does
not focus on correlation between sensors and assumes that
datasets provide sensors that are important to the application.
Moreover, concept of EMI will be applicable with a reduced
set of sensors, since they may also face energy limitations.

Algorithm 2 shows the procedure used by EMI to redis-
tribute energy across sensors. Inputs to the algorithm include
EM decisions, energy requirement of all sensors, and a vec-
tor representing ML model accuracy loss when a sensor is
unavailable. More specifically, an element ∆i in the M × 1
vector represents the reduction in accuracy for the ML model
when data from sensor i are unavailable when compared
to the accuracy with complete data. The accuracy vector is
obtained during training by setting all readings of sensor i to
zero and measuring the accuracy drop ∆i. Given the inputs,
the algorithm first calculates total available energy EA and
initializes an empty sensor status vector S where all sensors
are turned off. We also initialize an energy consumption vector
to track assigned energy for each sensor. The algorithm then
performs an iterative loop until EA is distributed to sensors.

Each iteration of the algorithm performs the following
steps: 1) Find the sensor with highest accuracy drop for
energy assignment, 2) Assign the required ERq

sj and update
the status and energy assignment vectors for sj , 3) Remove
∆j from the accuracy vector and update available energy EA.
The algorithm continues until we exhaust all energy or the
remaining energy is not sufficient to power a sensor. EMI
chooses to not power a sensor partially to save energy for
future intervals since missing sensor data will be imputed.
EMI also considers situations where the available energy is
not sufficient to power even a single sensor. In such cases,
EMI allocates all available energy to the sensor with highest
accuracy drop since providing partial data and imputing other

Algorithm 2: EMI Energy Redistribution Algorithm
1 Input: Energy allocation Ea

si(n), Energy requirements
ERq

si (n) (1 ≤ i ≤M), Accuracy loss vector [∆1, . . . ,∆M ]
2 EA ←

∑M
i=0 E

a
si(n)− Eimpute − EEM

3 S = [0, . . . , 0] and E = [0, . . . , 0]
4 while EA ≥ 0 do
5 sj ← argmax[∆1, . . . ,∆M ]
6 if EA < ERq

sj and Si = 0 (1 ≤ i ≤M) then
7 Sj ← 1 and Ej ← EA

8 else if EA < ERq
sj then

9 return S and E
10 Remove ∆j corresponding to sj
11 Sj ← 1 and Ej ← ERq

sj

12 EA ← EA − ERq
sj

13 end
14 return S and E

sensors is better than turning off the system. The algorithm
returns the energy allocation and status for each sensor.

2) Runtime EMI Summary: Runtime execution of EMI in
each interval consists of the following steps:

1) Determine energy allocation to each sensor Ea
si(n),

2) Redistribute energy using EMI Algorithm 2,
3) Utilize data from available sensors to impute missing data

using the approaches in Section IV-C,
4) Classification using ML model fθ and imputed data.

V. EXPERIMENTS AND RESULTS

A. Experimental Setup

Wearable and IoT device model: We use Odroid-XU3 [16]
as the primary device to implement EMI and measure its
overhead. The Odroid-XU3 board integrates four Cortex A15
and four Cortex A7 cores along with sensors to measure
power consumption. Odroid-XU3 has been used in several
wearable and IoT devices studies [42, 43]. The quad-core
ARM Cortex-A7 is similar to the quad-core processor in
Qualcomm Snapdragon 400 SoC embedded in state-of-the-art
wearable smart watches [44, 45]. Indeed the authors in [44]
use Odroid-XU3 board instead of the snapdragon 400 SoC
inside an LG watch since the Odroid board has in-built
power sensors and allows individual cores to be turned off.
Additionally, we use the Texas Instruments (TI) CC2652R
microcontroller (MCU) [46] to assess EMI overhead on low-
power IoT devices [47]. We assume photovoltaic (PV) cells
are available for EH from light sources.
Application Datasets: We use six diverse datasets to validate
EMI. Brief descriptions of each dataset are provided below.
Shoaib et al. [2]: The Shoaib dataset provides data for 10 users
performing common activities: biking, downstairs, jogging,
sitting, standing, upstairs, and walking. Data is collected using
five accelerometers placed at distinct positions on the body.
PAMAP2 [10]: PAMAP2 is another popular activity dataset
that includes data from nine users with five activities: lying,
sitting, walking, running, and jogging. The dataset uses three
motion sensors that are placed on the arm, chest, and ankle.
w-HAR [11]: w-HAR is a multi-modal activity dataset that
provides data from 22 users for 8 activities: jumping, lying,
sitting, standing, walking, up/down stairs, and transition. The
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TABLE I: Summary of 1D-CNN parameters for the six datasets

Dataset Input Conv1 Conv2 Conv3 FC1 FC2 Accuracy

Shoaib et al. (5, 600) (8, 600) (16, 300) (32, 150) 64 7 98.9
PAMAP2 (3, 1536) (8, 1536) (16, 768) (32, 384) 64 5 97.6
EMG (8, 200) (8, 200) (16, 100) (32, 50) 64 4 93.2
w-HAR (4, 64) (8, 64) (16, 32) (32, 16) 64 5 96.9
SelfRegulationSCP1 (6, 896) (8, 896) (16, 448) (32, 224) 64 2 95.0
WESAD (5, 200) (8, 200) (16, 100) (32, 50) 64 3 97.4

dataset includes an accelerometer and a stretch sensor [48].
w-HAR provides evaluation of EMI for multi-modal sensors.
SelfRegulationSCP1 (SCP) [12]: SCP provides electroen-
cephalogram (EEG) from six leads for a health application
that controls spelling devices for paralyzed patients. The SCP
dataset helps in evaluating EMI in a healthcare application.
WESAD [14]: WESAD is a multi-modal dataset using wear-
able sensors for affect detection. The data are collected from
15 users undergoing three different affective states (neutral,
stress, amusement) using five different sensors placed on the
chest. The sensors are electrocardiogram (ECG), electrodermal
activity (EDA), electromyogram (EMG), respiration (RESP),
and body temperature (TEMP). WESAD dataset also provides
evaluation of EMI under multi-modal sensor settings.
EMG Physical Action (EMG) [13]: EMG is an activity recog-
nition dataset for participants with aggression during their
tasks. The dataset is collected for four different activities
(Walking, Kicking, Jumping and Headering) with myoelec-
trical contractions. The dataset includes recordings from eight
EMG sensors placed on the upper arms and legs of the users.
Energy Harvest Data: We employ five years (2016-2020)
of per-minute solar irradiation data measured by NREL in
Golden, CO as our EH data. The irradiation data is combined
with characteristics of a solar cell to obtain the EH values.

We utilize four EM algorithms to obtain energy decisions, as
detailed in Section IV-B. We set the number of EM intervals
N to 24 to ensure that EM decisions are made every hour.
Performing EM with an hourly interval allows the IoT device
to adapt to variations in ambient energy. At the same time, we
note that EMI is applicable with any decision making interval
for EM. The CVXPY library [38] in Python with actual EH
values is used to obtain EM decisions for the EM-O method.
Similarly, the IGP method or heuristic are used for other EM
algorithms. Either the three-day average or hierarchical ML
are used for energy estimates.
Application Classifiers and Training: We utilize 1D-CNNs
to perform classification for all six datasets. The CNNs consist
of three convolutional layers, one max pooling, and two fully
connected layers for each dataset with differing input layer
sizes. We use the Adam optimizer [49] to train the CNNs.
Table I shows the structure of the 1D-CNN for each dataset
and corresponding training accuracy with sufficient energy.
Baseline Methods: We utilize two baseline methods com-
monly used in wearable and IoT devices for comparisons.
Brief descriptions of each baseline are provided below:
Sensor subsampling: Energy consumption of a sensor typically
increases with sampling frequency [50]. Consequently, we can
subsample sensors by reducing the sampling frequency to meet
available energy allocation from the EM algorithm.

Sensor energy 
requirement from 

datasheets

EMI simulation  
with EH

Accuracy 
Analysis 

ODROID XU3

TI CC2652R MCU

Energy 
measurements

Fig. 4: Overview of EMI experimental setup.

Duty cycle control: Another approach to meet the energy
budget is lowering the duty cycle of sensors. Indeed, duty cycle
control has been used in prior approaches for ENO [5, 18].

B. EMI Evaluation Methodology

Accurate evaluation of EMI in the real-world requires
prototyping with sensors, processors, EH modules and user
studies. However, this is time consuming and expensive for
multiple applications. Therefore, we use a combination of
simulations along with measurements on the Odroid-XU3 and
TI CC2652R MCU to evaluate EMI. Figure 4 shows the major
steps in the EMI evaluation. We start with the datasets in the
previous section to obtain respective classifiers. We also utilize
datasheets for sensors in respective datasets to obtain energy
requirements based on power consumption and sampling rates.

Using the inputs, we simulate EMI using EH measurements
obtained from NREL. Specifically, we stream EH measure-
ments into the simulation setup to make EM decisions and use
EMI to re-distribute energy. The EMI decision is applied to
obtain available sensor data from the datasets and imputation
is used for remaining sensors. We note that the datasets do
not provide unique data for five years. Therefore, EMI creates
random shuffles of the data to generate additional examples
for five years of EH data. Moreover, EH values are scaled
up or down depending on the sensor energy requirements to
ensure that evaluations are not performed with little to no EH.
The EH is scaled such that days with maximum EH match the
required energy for the sensors. Finally, the trained classifiers
are used to perform classification to evaluate accuracy. Overall,
the simulations provide application accuracy when using EMI.

At the end of simulations, we utilize the Odroid-XU3
or TI CC2652R MCU to measure the execution time and
energy consumption of EMI computations. Specifically, we
implement the EMI functions, including the EM algorithm
and energy re-distribution in C. The energy measurements
help in understanding the trade-off of using various EM and
imputation approaches. We note that the overhead of EMI is
accounted during the energy re-distribution process and the
system turns off if the available energy is insufficient for EM.

C. Validation with Real-World Energy Data

We start the experimental evaluation with real-world energy
data from Golden, CO. We use four EM algorithms for
the analysis: EM Oracle (EM-O), Iterative Gradient Projec-
tion (EM-IGP), IGP with Energy Predictions (EM-Pred), and
the heuristic (EM-Heur). Accuracy results from EMI are then
compared with duty cycle control and subsampling baselines.

1) Accuracy with Optimal EM Oracle (EM-O): First, we
use the ideal case that uses actual EH values to perform EM
using EM-O. While it is infeasible to implement this on the
device, EM-O provides an upper bound on EMI performance.



8

0 4 8 1 2 1 6 2 0 2 402 04 06 08 01 0 0

 S u b s a m p l i n g   D u t y  c y c l e   E M - O   N o r m .  B a t t e r y  E n e r g y
Ac

cu
rac

y (
%)

P A M A P 2

0 . 0
0 . 5
1 . 0

En
erg

y (
%)

02 04 06 08 01 0 0

Ac
cu

rac
y (

%)

0 4 8 1 2 1 6 2 0 2 4 0 . 0
0 . 5
1 . 0

En
erg

y (
%)

H o u r

H o u r

02 04 06 08 01 0 0

Ac
cu

rac
y (

%)

0 4 8 1 2 1 6 2 0 2 4 0 . 0
0 . 5
1 . 0

En
erg

y (
%)

H o u r( a ) ( b )

( c ) ( d )
02 04 06 08 01 0 0

Ac
cu

rac
y (

%)
0 4 8 1 2 1 6 2 0 2 4 0 . 0

0 . 5
1 . 0

S h o a i b

En
erg

y (
%)

H o u r

w - H A R S e l f R e g u l a t i o n S C P 1

Fig. 5: Comparison of hourly classification accuracy and corresponding battery
energy obtained by EM-O-Cluster with baseline methods for (a) Shoaib, (b)
PAMAP2, (c) w-HAR, and (d) SelfRegulationSCP1 datasets on Sept. 17, 2017.

EMI Accuracy in a Day: Figure 5 shows the hourly classifi-
cation accuracy on a day with moderate EH. We show results
with EMI-Cluster where we use clustering-based imputation
as it is representative of all three imputation algorithms. We
compare EMI-Cluster accuracies to the baseline duty cycle
control and sub-sampling on the left y-axis. The right y-
axis shows the normalized device battery level throughout
the day. The EM algorithm is unable to allocate sufficient
energy to sensors while maintaining ENO. The lower energy
allocations are due to lower levels of ambient energy available
to the system. Lower energy allocations result in low accuracy
for subsampling or duty cycle control, since they are unable
to obtain complete data for classification. In contrast, EMI-
Cluster is able to achieve close to 100% accuracy for most
intervals in all four datasets shown in the figure. The accuracy
of duty cycle control in PAMAP2 is higher than in other

datasets because it can tolerate some sensors being turned off.
The figure also shows that EMI-Cluster is able to maintain
ENO for all four datasets since the battery energy (right y-
axis) at the beginning and end of the day are equal.

Monthly Accuracy: EH patterns vary throughout the year
due to seasonal changes. Wearable IoT devices must maintain
high application accuracy and perform across all seasons.
Therefore, we analyze the monthly accuracy achieved by EMI
in this section. Figure 6 shows the average accuracy and
variance in each month across five years. We see that clustering
and average-filling versions of EMI achieve higher accuracy
than the baseline subsampling and duty cycle control methods.
Furthermore, clustering-based imputation in EMI achieves the
highest accuracy when compared to average-filling and GAIN
in most of the datasets. Clustering-based imputation achieves
higher accuracy compared to average filling because it is
able to obtain more imputation patterns as per the available
sensor data. In contrast, average-filling uses the same pattern
for all missing data in a given dataset. Next, GAIN has
lower accuracy due to its higher overhead in imputation and
turns off more sensors compared to clustering and average-
filling. This highlights the importance of developing low-
overhead approaches for imputation. The accuracy achieved by
clustering-based and average-filling imputation approaches in
EMI is close to the standard accuracy with no missing values
(red line) for most of the months. Subsampling and duty cycle
control are able to obtain higher accuracy in summer months
due to generally higher EH availability. Overall, EMI achieves
better performance across all seasons while maintaining ENO.
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(b) PAMAP2, (c) EMGPhysical, (d) w-HAR, (e) SelfRegulationSCP1 and (f) WESAD datasets.

2 0 1 6 2 0 1 7 2 0 1 8 2 0 1 9 2 0 2 002 55 07 51 0 0

Ac
cu

rac
y (

%) S h o a i b P A M A P 2

w - H A R S e l f R e g u l a t i o n S C P 1
( a )

( d ) ( e )

( b )Y e a r Y e a r

 Y e a r Y e a r

E M - O :    S u b s a m p l i n g      E M I - G A I N      D u t y  c y c l e  c o n t r o l      E M I - A v e r a g e      E M I - C l u s t e r      S t a n d a r d

2 0 1 6 2 0 1 7 2 0 1 8 2 0 1 9 2 0 2 002 55 07 51 0 0

Ac
cu

rac
y (

%)

2 0 1 6 2 0 1 7 2 0 1 8 2 0 1 9 2 0 2 002 55 07 51 0 0

Ac
cu

rac
y (

%)

2 0 1 6 2 0 1 7 2 0 1 8 2 0 1 9 2 0 2 00
2 5
5 0
7 5

1 0 0

Ac
cu

rac
y (

%)

2 0 1 6 2 0 1 7 2 0 1 8 2 0 1 9 2 0 2 00
2 5
5 0
7 5

1 0 0

Ac
cu

rac
y (

%) E M G

( c ) Y e a r

2 0 1 6 2 0 1 7 2 0 1 8 2 0 1 9 2 0 2 00
2 5
5 0
7 5

1 0 0

Ac
cu

rac
y (

%) W E S A D

( f ) Y e a r
Fig. 7: Accuracy comparison of EMI with different imputation algorithms and baselines with EH per year for (a) Shoaib, (b) PAMAP2, (c) EMGPhysical,
(d) w-HAR, (e) SelfRegulationSCP1 and (f) WESAD datasets.



9

1 0 2 0 3 0 4 0 5 0 6 0 7 0 8 0 9 0 1 0 002 55 07 51 0 0
Ac

cu
rac

y (
%) S h o a i b P A M A P 2

w - H A R S e l f R e g u l a t i o n S C P 1
( a )

( d ) ( e )

( b )E n e r g y  A v a i l a b i l i t y  ( % ) E n e r g y  A v a i l a b i l i t y  ( % )

E n e r g y  A v a i l a b i l i t y  ( % ) E n e r g y  A v a i l a b i l i t y  ( % )

E M - I G P :    S u b s a m p l i n g      E M I - G A I N      D u t y  c y c l e  c o n t r o l      E M I - A v e r a g e      E M I - C l u s t e r      S t a n d a r d

1 0 2 0 3 0 4 0 5 0 6 0 7 0 8 0 9 0 1 0 002 55 07 51 0 0

1 0 2 0 3 0 4 0 5 0 6 0 7 0 8 0 9 0 1 0 002 55 07 51 0 0

Ac
cu

rac
y (

%)

1 0 2 0 3 0 4 0 5 0 6 0 7 0 8 0 9 0 1 0 002 55 07 51 0 0

1 0 2 0 3 0 4 0 5 0 6 0 7 0 8 0 9 0 1 0 002 55 07 51 0 0 E M G

( c ) E n e r g y  A v a i l a b i l i t y  ( % )

1 0 2 0 3 0 4 0 5 0 6 0 7 0 8 0 9 0 1 0 002 55 07 51 0 0 W E S A D

( f ) E n e r g y  A v a i l a b i l i t y  ( % )
Fig. 8: Accuracy comparison of EMI with EM Iterative Gradient Projection (EM-IGP) and different imputation algorithms and baselines for (a) Shoaib, (b)
PAMAP2, (c) EMGPhysical, (d) w-HAR, (e) SelfRegulationSCP1 and (f) WESAD datasets.

1 0 2 0 3 0 4 0 5 0 6 0 7 0 8 0 9 0 1 0 002 55 07 51 0 0

Ac
cu

rac
y (

%) S h o a i b P A M A P 2

w - H A R S e l f R e g u l a t i o n S C P 1
( a )

( d ) ( e )

( b )E n e r g y  A v a i l a b i l i t y  ( % ) E n e r g y  A v a i l a b i l i t y  ( % )

E n e r g y  A v a i l a b i l i t y  ( % ) E n e r g y  A v a i l a b i l i t y  ( % )

  S u b s a m p l i n g      E M I - G A I N      D u t y  c y c l e  c o n t r o l      E M I - A v e r a g e      E M I - C l u s t e r      S t a n d a r dE M - P r e d :
( 3 - d a y )

1 0 2 0 3 0 4 0 5 0 6 0 7 0 8 0 9 0 1 0 002 55 07 51 0 0

1 0 2 0 3 0 4 0 5 0 6 0 7 0 8 0 9 0 1 0 002 55 07 51 0 0

Ac
cu

rac
y (

%)

1 0 2 0 3 0 4 0 5 0 6 0 7 0 8 0 9 0 1 0 002 55 07 51 0 0

1 0 2 0 3 0 4 0 5 0 6 0 7 0 8 0 9 0 1 0 002 55 07 51 0 0 E M G

( c ) E n e r g y  A v a i l a b i l i t y  ( % )

1 0 2 0 3 0 4 0 5 0 6 0 7 0 8 0 9 0 1 0 002 55 07 51 0 0 W E S A D

( f ) E n e r g y  A v a i l a b i l i t y  ( % )
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Yearly Accuracy: Our goal with yearly accuracy evaluation
over five years is to understand EMI performance over a
long period of time. Specifically, Figure 7 shows the average
accuracy in each year of operation from 2016 to 2020. We
see that EMI-Cluster followed by EMI-Average are able to
achieve accuracy close to the standard accuracy for all datasets.
Duty cycle control in PAMAP2 has higher accuracy due to
infrequent need for turning off sensors in the PAMAP2 dataset.
This is not an issue for EMI since it uses the default EM de-
cisions when sufficient energy is available. GAIN imputation
has lower accuracy due to the higher overhead of executing
it at runtime, thus leading to challenges in imputing multiple
sensors. In summary, these results show that EMI provides
significantly better accuracy when compared to EM baselines.

2) Accuracy with EM Iterative Gradient Projection (EM-
IGP): Implementing the CVXPY solver with actual EH values
is not feasible due to complexity of solvers and unavailability
of future EH values. In this section, we replace the solver with
the IGP algorithm. Figure 8 shows the accuracy distribution
with varying energy availability to the sensors. For example,
the initial set of bars in the graph illustrate the accuracy
achieved when available energy falls within the range of
0 to 10% of the required energy. We can see that when
we have lower percentages of available energy, EMI-Cluster
and EMI-Average are outperforming duty cycle control and
subsampling. The baselines have low accuracy in energy-
deficient scenarios since they are unable to sample all sensors
effectively. Similar to the previous section, we see that GAIN

is unable to maintain accuracy due to higher overhead. The
accuracy gap between EMI and baseline approaches reduces
as energy increases. This is expected since duty cycle control
and subsampling are able to sample more data.

3) Accuracy with EM Energy Predictions (EM-Pred): The
previous sections’ results provide insights into EMI accuracy
with ideal EM decisions based on future EH knowledge.
However, this is not practical for implementation in the field.
Therefore, this section evaluates performance of EMI with
EH estimates and the IGP algorithm. The EH estimates are
provided using the mean of actual EH values in the past
three days or hierarchical ML-based method, respectively.
The three-day average EH estimates have a mean absolute
error of about 4.9 J, while the ML-based prediction has an
error of 1.9 J. Thus, the ML-based prediction provides higher
accuracy with slightly higher overhead. Figures 9 and 10
show how the accuracy distribution changes in relation to the
amount of available energy with three-day and ML-based es-
timates, respectively. The bars, ordered by energy availability,
show that EMI-Cluster and EMI-Average consistently achieve
higher or comparable accuracies to duty cycle control across
datasets. The ML-based estimates improve accuracy in low-
energy scenarios by minimizing EM errors, especially when
energy is less than 50% of requirements. In general, accuracy
achieved by EMI approaches are close to the accuracy with
no missing data as long as 50% energy is available to the IoT
device. Overall, EMI achieves higher accuracies for all energy
availability scenarios with both energy prediction methods.
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Fig. 10: Accuracy comparison of EMI with ML-based estimation and different imputation algorithms and baselines for (a) Shoaib, (b) PAMAP2, (c)
EMGPhysical, (d) w-HAR, (e) SelfRegulationSCP1 and (f) WESAD datasets.
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Fig. 11: Comparison of hourly classification accuracy and battery energy
obtained by EM-Pred-Cluster with baseline methods for (a) Shoaib, (b)
PAMAP2, (c) w-HAR, and (d) SelfRegulationSCP1 datasets on Sept. 17, 2017.

We also compare the performance of EMI-cluster on a
specific day for four datasets as shown in Figure 11. The
accuracies are obtained when using the EM-Pred with three-
day average predictions for energy decisions. Similar to the
previous results, we see that EMI-cluster is able to maintain
higher accuracies compared to the baselines. The accuracy is
lower in early hours of the day for PAMAP2 and Shoaib due to
lack of EH. However, EMI-cluster accuracy increases as soon
as more energy is available. This shows that EMI adapts to
changes in EH patterns throughout the day. In summary, this
evaluation shows that EMI achieves high application accuracy
in real-world settings with estimates of future EH.

4) Accuracy with EM with Constraint Relaxation (EM-
Heur): Finally, we obtain the accuracy with the EM-Heur
algorithm using ML-based EH predictions. Figure 12 shows
that EMI-Heur has performance within 1% of EM-Pred. This
is an important result because it shows that turning off sensors
and imputing them has high potential even when EM decisions
may not be optimal. In summary, EM-Heur coupled with ML-
based EH predictions, and cluster-based imputation offers the
best trade-off for accuracy and overhead.

D. EMI with Random Energy Allocations

Evaluations with real-world EH may not expose EMI to all
possible energy allocations across the spectrum of no energy
to sufficient energy to meet sensor requirements. To this end,
we generate random energy allocations over 1000 days for
each sensor using a uniform distribution with limits of 0 and
ERq

sj , respectively. Figure 13 shows the accuracy distribution
as a function of the available energy. As expected, we see

that the accuracy gap between the baselines and EMI reduces
as the available energy increases. Notably, EMI-Cluster and
EMI-Average maintain close to 100% accuracy regardless of
the energy budget. Shoaib dataset has lower accuracy when
energy is below 50% of the requirement due to challenges in
imputation. Overall, this analysis shows that EMI is able to
seamlessly handle all energy allocation scenarios.

E. EMI Implementation Trade-Offs

EMI can be implemented with any of the EM and imputa-
tion approaches. Each combination offers a unique trade-off in
terms of accuracy and overhead. For instance, IGP with small
step size and tolerance values provides more accurate EM
decisions with higher computations. Similarly, using GAIN
for imputation provides raw data with higher energy cost. This
trade-off must be managed for each application by selecting
algorithms that meet accuracy and energy requirements. Over-
all, using IGP or EM-Heur with clustering-based imputation
offers a balanced trade-off without incurring high overhead.

F. Implementation Overhead

The overhead of EMI with clustering-based imputation
consists of energy and latency of imputation, and memory
for storing representative data. We first implement EMI on the
Odroid-XU3 board to measure energy and memory overheads.
Specifically, we measure the power every 12 ms using on-
board current sensors. Our measurements show that each
cluster imputation consumes about 0.05 mJ to 1 mJ of energy,
which results in less than 50 mJ to 1 J energy cost per hour.
The overhead for average filling is similar since it uses a
single imputation for entire dataset. EMI consumes on average
372 mJ per imputation when using the generative GAIN
approach. At the same time, we note that imputation does
not consume additional energy from the battery and uses part
of the energy allocated to sensors. This allows us to maintain
ENO under all energy conditions.

We also measure energy overhead of the imputation algo-
rithms on the TI CC2652R MCU. The measurements show
that the clustering-based imputation consumes less than 0.1 mJ
per imputation for most datasets. However, the TI-CC2652R
board has constraints on memory storage, which impacts its
ability to handle larger datasets or GAIN.
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Fig. 12: Accuracy comparison of EMI with EM-Heur and different imputation algorithms and baselines for (a) Shoaib, (b) PAMAP2, (c) EMGPhysical, (d)
w-HAR, (e) SelfRegulationSCP1 and (f) WESAD datasets.
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Fig. 13: Accuracy comparison of EMI with different imputation algorithms and baselines with random energy distribution for (a) Shoaib, (b) PAMAP2, (c)
EMGPhysical, (d) w-HAR, (e) SelfRegulationSCP1 and (f) WESAD datasets.

Next, each EM decision takes about 10–30 mJ of energy
every hour on the Odroid-XU3 and TI CC2652R boards.
The EM overhead is obtained by running each EM algorithm
multiple times on the board and taking the average. The
reported EM overhead is minimal when compared to typical
EH value of 15 J. The energy ratios reported in this section
use sensor energy requirements from datasheets, EH data from
NREL, and overhead measurements from the board. The EM
energy is not included in the EMI overhead since the wearable
device has to perform EM even when EMI is not used.

Memory overhead for storing representative data in
clustering-based imputation is less than 220 KB for all
datasets, which is negligible compared to memory available
in modern wearable and IoT devices. The memory overhead
for GAIN imputation is at most 105 MB to store parameters of
the generator. In summary, EMI provides significant accuracy
improvements with negligible overhead.

VI. CONCLUSION

Wearable and IoT devices have the potential to transform
multiple facets of human life. However, they suffer from
limited operating time due to small battery sizes. Energy
harvesting and management has emerged as the most promis-
ing method to augment limited battery sizes. EM approaches
typically aim to achieve ENO, which may lead to duty cycling
or subsampling for sensors, thus reducing application accuracy.
This paper proposed the novel EMI approach that smartly
redistributes energy and turns on a subset of sensors. Then,

EMI imputes sensors that are turned off so that accuracy is not
affected. Experiments on six diverse datasets show that EMI
achieves 25-55% accuracy improvement while maintaining
ENO for wearable and IoT devices. Our future work will focus
on analyzing correlations across sensors in EMI to achieve
further energy savings by turning off redundant sensors. Other
directions for future work include scalability improvements in
large scale networks with distributed computing.
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