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Abstract—Spoofed noisy speeches seriously threaten the1

speech-based embedded systems, such as smartphones and2

intelligent assistants. Consequently, we present an anti-spoofing3

detection model with activation-based residual blocks to identify4

spoofed noisy speeches with the requirements of high accuracy5

and low time overhead. Through theoretic analysis of noise prop-6

agation on shortcut connections of traditional residual blocks,7

we observe that different activation functions can help reducing8

the influence of noise under certain situations. Then, we propose9

a feature-aware activation function to weaken the influence10

of noise and enhance the anti-spoofing features on shortcut11

connections, in which a fine-grained processing is designed12

to remove noise and strengthen significant features. We also13

propose a variance-increasing-based optimization algorithm to14

find the optimal hyperparameters of the feature-aware activation15

function. Benchmark-based experiments demonstrate that the16

proposed method can reduce the average equal error rate of17

anti-spoofing detection from 21.72% to 4.51% and improve the18

accuracy by up to 37.06% and save up to 91.26% of time19

overhead on Jetson AGX Xavier compared with ten state-of-the-20

art methods.21

Index Terms—Anti-spoofing detection, embedded speech recog-22

nition, feature-aware activation, residual blocks, spoofed noisy23

speeches.24

I. INTRODUCTION25

HUMAN voices have been widely used in biometric26

authentication, facilitating the replacement of tradi-27

tional passwords in human–machine interaction embedded28

systems, such as smartphones and intelligent assistants.29

Unfortunately, speech-based authentication systems are vul-30

nerable to malicious spoofing attacks [1], such as voice31

conversion [2] and text-to-speech attacks [3], [4], [5]. With32

the development of deep learning techniques, speech synthesis33

methods based on deep neural networks, recurrent neu-34

ral networks, and sequence-to-sequence networks have been35

proposed to improve the performance of spoofed speeches [6].36

Moreover, neural vocoders, such as WaveNet [7] and parallel37

Manuscript received 29 July 2024; accepted 29 July 2024. This work
was supported in part by the National Natural Science Foundation of China
under Grant 62072076 and Grant 62372087. This article was presented at
the International Conference on Hardware/Software Codesign and System
Synthesis (CODES + ISSS) 2024 and appeared as part of the ESWEEK-
TCAD Special Issue. This article was recommended by Associate Editor S.
Dailey. (Corresponding author: Jinyu Zhan.)

The authors are with the School of Information and Software Engineering,
University of Electronic Science and Technology of China, Chengdu 610054,
China (e-mail: zhanjy@uestc.edu.cn).

Digital Object Identifier 10.1109/TCAD.2024.3437331

WaveGAN [8], are further applied to voice conversion and 38

text-to-speech, increasing the difficulty of detecting spoofed 39

speeches. Unfortunately, pure-speech-oriented anti-spoofing 40

detection methods will become ineffective, especially when 41

attackers introduce background sounds, such as additive noise 42

and reverberation into spoofed speeches [9], [10]. Therefore, 43

spoofed noisy speeches have emerged as a great threat to 44

speech-based authentication systems. 45

Many researchers have made efforts to deal with noisy 46

speeches in multiple fields. Lv et al. [11] constructed 47

a multitask learning framework for both denoising and 48

keyword spotting to discriminate keywords in noisy envi- 49

ronments. Martel et al. [12] used progressive learning to 50

perform audio-visual speech separation in noisy environments. 51

Based on Whisper [13], whisper-AT [14] recognized noisy 52

speeches and cost less than 1% extra computational overheads. 53

Kim et al. [15] proposed extended U-Net to optimize the 54

structural limitations of U-Net [16] for speaker verification 55

tasks in noisy environments. Unfortunately, studies [17], [18], 56

[19], [20], [21], [22], [23], [24], [25] on anti-spoofing detection 57

focused on pure speeches, though the ASVspoof challenge 58

series [26], [27], [28], [29] have provided the datasets with rel- 59

evant audio and anti-spoofing resources. These methods have 60

a significant performance degradation in detecting spoofed 61

noisy speeches. An intuitive approach is to combine the 62

denoising methods with anti-spoofing detection methods to 63

detect spoofed noisy speeches. Specifically, conventional anti- 64

spoofing detection methods can be directly leveraged after 65

removing the noises from speeches. However, denoising meth- 66

ods might modify or remove certain anti-spoofing features 67

of noisy speeches, leading to extremely low detection accu- 68

racy. Furthermore, inputting spoofed noisy speeches separately 69

into denoising methods and anti-spoofing detection methods 70

will definitely result in high time overheads, hindering the 71

deployment in embedded systems. Thus, how to detect spoofed 72

noisy speeches with low time overhead and high accuracy is 73

a challenging work. 74

As a supplementary work, we propose an anti-spoofing 75

detection model with activation-based residual blocks to 76

identify spoofed noisy speeches. We formulate the noise 77

propagation model and evaluate the impact on the outputs of 78

the traditional residual blocks. By analyzing the influence of 79

different activation function on shortcut connection of residual 80

blocks, we consider to improve the residual blocks with a 81

fine-grained activation function to deal with spoofed noisy 82
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(a) (b)

Fig. 1. (a) Traditional residual block versus (b) improved residual block.

speeches, in which the inputs are partitioned into significant,83

uncertain, or noisy features by comparing with their sur-84

rounding values. We also devise a variance-increasing-based85

optimization (VIO) algorithm to find the optimal hyperpa-86

rameters of the feature-aware activation function. The main87

contributions are listed as follows.88

1) We propose an anti-spoofing detection method based89

on activation-based residual blocks for the speech-based90

authentication embedded systems, which can identify the91

spoofed noisy speeches with high accuracy and low time92

overhead.93

2) We design a feature-aware activation function on short-94

cut connection of the residual block, which is a95

piecewise function to enhance anti-spoofing features and96

suppress noise.97

3) We present a VIO algorithm to obtain the optimal hyper-98

parameters of the feature-aware activation function.99

4) Benchmark-based experiments are conducted to evaluate100

the efficiency of the proposed method on datasets of101

ASVspoof 2021 and NOISEX-92 corpus. In specific,102

the proposed method achieves quick and accurate anti-103

spoofing detection, which is very suitable for embedded104

devices.105

II. MOTIVATION106

Existing anti-spoofing detection methods usually utilize107

residual blocks to construct neural networks. In traditional108

residual networks, the residual block is generally constructed109

as in Fig. 1(a), i.e., yl = F(xl, Wl) + xl, where xl and yl110

are the input and output of the lth residual block, and Wl111

is the weights and biases associated with the lth residual112

block. F is the function of weight layers which include113

two [3 × 3] convolutions, ReLU activation, and Batch114

Normalization. He et al. [30] found that xl achieves the lowest115

training loss and fastest error reduction among all variants,116

whereas shortcut connections of scaling, gating, and 1 × 1117

convolutions all lead to higher training losses and errors.118

During detecting noisy speeches, noise as a part of the119

speeches directly affects the outputs through the shortcut120

connection, since both F(xl, Wl) and xl have effect on yl.121

The features of noise can directly disturb the anti-spoofing122

detection, leading to a decrease in accuracy. Therefore, we123

explore an activation function based on traditional residual124

block, as shown in Fig. 1(b), to enhance the anti-spoofing125

features and suppress noise on the shortcut connection. The126

improved residual block can be expressed as127

yl = F(xl, Wl)+ Act(xl) (1)128

Fig. 2. EER comparison of traditional and improved residual blocks on
ASVspoof2021 and ASVspoof2021 with MUSAN, and ASVspoof2021 with
NOISEX-92.

where Act(·) denotes the activation function. 129

We try to evaluate the impact of different activation func- 130

tions on shortcut connections. The experiments are conducted 131

on both ASVspoof2021 dataset and ASVspoof2021 dataset 132

with noise (including NOISEX-92 [31] and MUSAN [32]) at 133

the SNR of 10 dB (decibels). First, we add a max-pooling 134

function on the shortcut connection to simulate enhancing the 135

anti-spoofing features. Second, we remove the shortcut con- 136

nection to simulate suppressing noise, replacing the residual 137

block with the plain block. Third, we use a ReLU activation 138

function on the shortcut connection to simulate restricting 139

the negative values. The experimental results of equal error 140

rate (EER) are shown in Fig. 2. We can observe that the 141

EERs of three improved residual blocks are lower than that 142

of the traditional residual block on ASVspoof2021 dataset 143

with noise from NOISEX-92. The EERs of residual blocks 144

with max pooling, without shortcut connections, and with 145

ReLU are only 9.00%, 8.06%, and 14.68%, whereas that of 146

the traditional residual block is 17.25%. On ASVspoof2021 147

dataset with MUSAN, the EER of the traditional residual 148

blocks is 12.43% while those of residual blocks with max 149

pooling, without shortcut connections, and with ReLU are 150

8.93%, 9.31%, and 11.57%. The experimental results suggest 151

that both enhancing anti-spoofing features and suppressing 152

noise on the shortcut connection can improve the anti-spoofing 153

detection performance of noisy speeches. 154

Therefore, it is promising to propose an improved residual 155

block with a fine-grained activation function to suppress noise 156

and enhance anti-spoofing features. To this end, we need to 157

address the following two problems. 158

1) How to model the propagation of noise and evaluate its 159

impact on the outputs of the traditional residual block? 160

2) How to design an activation function to weaken the influ- 161

ence of noise and enhance the anti-spoofing features? 162

III. NOISE PROPAGATION FORMULATION 163

To address the first problem, this section formulates noise 164

propagation in one residual block. Then, we analyze three 165

possible methods to improve the robustness of a traditional 166

residual block, assuming that noise is smaller than pure 167

speeches and will not change pure values dramatically. 168
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A. Noise Propagation Formulation in One Residual Block169

For each residual block as shown in Fig. 1(a), its operations170

are mainly composed of correlation calculation and identity171

mapping in the shortcut connection. The layer calculation172

model in a residual block can be defined as follows. Given x̂l173

as the pure input of the lth residual block, the pure output ŷl174

of the lth block can be formulated as175

ŷl = Wl � x̂l + x̂l (2)176

where � is the Hadamard (or elementwise) product. Wl is177

the weight matrix calculated by the lth weight layers which178

includes two convolutions and ReLU activation. Therefore, Wl179

is no less than zero.180

Assuming the noisy input of the lth residual block as xl, the181

noisy output yl of the lth residual block can be formulated as182

yl = Wl � xl + xl. (3)183

We use xl = x̂l + εl to replace x̂l, where εl is the perturbed184

value caused by the noise. Then, the noisy output yl of the lth185

residual block can be expressed as186

yl = Wl � x̂l +Wl � εl + x̂l + εl. (4)187

θl is used to denote the difference between the pure output188

and noisy output of the lth residual block. According to (2)189

and (4), θl can be formulated as190

θl = |yl − ŷl| = |Wl � εl + εl| = |(Wl + 1)� εl|. (5)191

We can observe that θl grows as Wl increases in traditional192

residual blocks, making noise perturbation more influential.193

Now we put an f (·) activation function on the shortcut194

connection, then, (5) will be converted into195

θ
f
l = |yl − ŷl| = |Wl � εl + f

(
x̂l + εl

)− f
(
x̂l

)|. (6)196

Regarding to (6), we analyze the change of θl to lower the197

influence of noise by two cases of the function f (·).198

Case 1: Keeping the noisy input xl unchanged, function f (·)199

increases the ratio of pure feature x̂l to noise εl.200

Case 2: Keeping the ratio of x̂l to εl unchanged, function201

f (·) decreases both the noisy input xl and pure input202

x̂l in the shortcut connection.203

In case 1, f (x̂l + εl) approximately equals to f (x̂l) in the204

limit situation, and θ
f
l will be converted into |Wl�εl|, which is205

definitely less than θl. Thus, in case 1, function f (·) reduces the206

noise impact by increasing pure features. In case 2, both f (xl)207

and f (x̂l) are equal to zero in the limit situation and θ
f
l will be208

converted into |Wl � εl|, which is also less than θl. Function209

f (·) removes pure features in exchange for blocking the noise.210

When the ratio of pure features x̂l is high, function f (·) in211

case 1 should be applied. On the contrary, when the noise in xl212

is large, function f (·) in case 2 needs to be used. Accordingly, a213

clear boundary between enhancing and suppressing is needed.214

The following sections will discuss the satisfaction of three215

activation methods for either of the two cases, which could be216

helpful for noise processing.217

B. Feasibility of Replacing Residual Blocks With Plain 218

Blocks 219

Removing the shortcut connection, a traditional residual 220

block is turned into a plain block, which prevents all 221

information from propagating through the shortcut connection. 222

We use θP
l to denote the difference between the pure output 223

and noisy output of the lth plain block, which can be 224

formulated as 225

θP
l = |yp

l − ŷp
l | = |Wl � εl|. (7) 226

θP
l is definitely less than θl since Wl is positive. Therefore, 227

replacing residual blocks with plain blocks is feasible to lower 228

the influence of noise, which satisfies case 2. 229

C. Feasibility of ReLU Activation 230

Now, we put a ReLU activation function on the shortcut 231

connection of a traditional residual block to discard negative 232

outputs. θR
l is defined to denote the difference between the 233

pure output and noisy output of the lth residual block with 234

ReLU, which can be formulated as 235

θR
l =

∣∣yR
l − ŷR

l

∣∣ = ∣∣Wl � εl + σ
(
x̂l + εl

)− σ
(
x̂l

)∣∣ (8) 236

where σ(·) is the ReLU activation function. 237

We can compare θR
l with θl under four situations as follows. 238

1) x̂l+εl ≥ 0, x̂l ≥ 0: In this situation, σ(x̂l+εl)−σ(x̂l) = 239

x̂l+ εl− x̂l = εl. Thus, θR
l = |Wl� εl+ εl|, meaning that 240

θR
l = θl. 241

2) x̂l+εl ≥ 0, x̂l < 0: In this situation, σ(x̂l+εl)−σ(x̂l) = 242

x̂l + εl. Since 0 < −x̂l ≤ εl, 0 ≤ x̂l + εl < εl. Then, 243

θR
l = |Wl � εl + x̂l + εl| and θl = |Wl � εl + εl|. Thus, 244

θR
l < θl. 245

3) x̂l+εl < 0, x̂l ≥ 0: In this situation, σ(x̂l+εl)−σ(x̂l) = 246

−x̂l. θR
l = |Wl � εl − x̂l|, whereas θl = |Wl � εl + εl|. 247

Since x̂l + εl < 0 and x̂l ≥ 0, εl < −x̂l ≤ 0. Thus, 248

θR
l < θl. 249

4) x̂l + εl < 0, x̂l < 0: In this situation, σ(x̂l + εl) − 250

σ(x̂l) = 0. Thus, θR
l = |Wl� εl|, meaning that θR

l ≤ θl. 251

To sum up, θR
l ≤ θl in four situations. ReLU activation used 252

in the shortcut connection can reduce the influence of noise. 253

It remains the positive values as useful features and removes 254

negative values as noise, which has a boundary and partly 255

satisfies case 2. 256

D. Feasibility of Max Pooling 257

We put a max-pooling function on the shortcut connection 258

of a traditional residual block. Max pooling increases every 259

element to the maximum value of the current receptive field. 260

Noise ε is introduced to any pure input x̂S
i,j in a region S 261

which contains the same values after max pooling with the 262

shape of [h×w], i.e., xS
i,j = x̂S

i,j± |ε|. We use ri,j = (|ε|/|x̂S
i,j|) 263

to denote the ratio of noise ε to pure speech x̂S
i,j. Therefore, we 264

define D(i, j) to denote the difference between the pure speech 265

and noise in the shortcut connection of traditional residual 266

block, which can be expressed as 267

D(i, j) =
∣∣∣x̂S

i,j

∣∣∣−
∣∣∣ri,j · x̂S

i,j

∣∣∣. (9) 268
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Similarly, we can obtain the difference DM(i, j) between the269

pure speech and noise in shortcut connection of the residual270

block with max pooling, which is expressed as271

DM(i, j) = |x̂S
b,c| − |ri,j · x̂S

b,c| (10)272

where xS
b,c is the maximum of the noisy speech in S. (b, c) is273

the position of xS
b,c in S. x̂S

b,c is the corresponding pure speech274

of xS
b,c.275

Then, we compute the average difference in S, which can276

be formulated as277

�D̄ = 1

wh
·

∑

(i,j)∈S

(
DM(i, j)− D(i, j)

)
278

= 1

wh
·

∑

(i,j)∈S

(
1− ri,j

)(∣∣∣x̂S
b,c

∣∣∣−
∣∣∣x̂S

i,j

∣∣∣
)
. (11)279

Therefore, �D̄ ≥ 0 demonstrates that max pooling increases280

the ratio of pure speech x̂S
i,j to noise ε and lowers the281

influence of noise, which satisfies case 1. Otherwise, �D̄ < 0282

demonstrates that max pooling decreases the ratio of pure283

speech x̂S
i,j to noise ε, which dissatisfies case 1. Then, we284

analyze �D̄ under three situations as follows.285

1) All x̂S
i,j ≥ 0: In this situation, �D̄ = (1/wh)·∑(i,j)∈S(1−286

ri,j)(x̂S
b,c − x̂S

i,j). In most cases, noise does not change287

the position of the maximum element, i.e., x̂S
b,c is the288

maximum element of the pure speech in S. Then, x̂S
b,c−289

x̂S
i,j ≥ 0. Thus, �D̄ ≥ 0, meaning that max pooling290

lowers the influence of noise. If noise changes the291

position of the maximum element (in rare cases), we can292

sort the elements of S from the smallest to the largest293

and store them into a vector V . Assuming x̂S
b,c is the qth294

element in the vector V (i.e., x̂S
b,c = x̂V

q ), �D̄ in (11)295

can be converted into296

�D̄ = 1

wh
·
⎡

⎣
q−1∑

m=1

(
1− |ε|

x̂V
m

)(
x̂V

q − x̂V
m

)
297

−
wh∑

n=q

(
1− |ε|

x̂V
n

)(
x̂V

n − x̂V
q

)
⎤

⎦ (12)298

where x̂V
m ≤ x̂V

q < x̂V
n . The minimal �D̄ occurs when299

q = 1. Then, (12) is converted into300

�D̄ = − 1

wh
·

wh∑

n=1

(
1− |ε|

x̂V
n

)(
x̂V

n − x̂V
1

)
. (13)301

At this time, since xV
1 = xS

b,c is the maximum element302

of noisy speech and x̂V
1 = x̂S

b,c is the minimum element303

of pure speech, x̂V
2 − |ε| < · · · < x̂V

wh − |ε| < x̂V
1 + |ε|.304

Accordingly, the range of (x̂V
n − x̂V

1 ) in (13) is less than305

2|ε|. Consequently, �D̄ is more than −2|ε|, which is a306

negative value approaching 0. Therefore, although max307

pooling shows a little weakness, it can be ignored.308

2) All x̂S
i,j < 0: In this situation, �D̄ = (1/wh)·∑(i,j)∈S(1−309

ri,j)(x̂S
i,j − x̂S

b,c). Obviously, �D̄ under all x̂S
i,j < 0 is310

completely opposite to that under all x̂S
i,j ≥ 0, meaning311

that max pooling dissatisfies case 1 and does not lower 312

the influence of noise. 313

3) Some x̂S
i,j ≥ 0 Whereas Others x̂S

i,j < 0: In this situation, 314

we can sort the elements of S from the smallest to the 315

largest and store them into a vector V . Assuming x̂V
t < 0 316

and x̂V
t+1 ≥ 0, �D̄ can be expressed as 317

�D̄ = 1

wh

⎡

⎣
wh∑

m=t+1

(
1− |ε|

x̂V
m

)(
x̂V

q − x̂V
m

)
318

+
t∑

n=1

(
1− |ε||x̂V

n |
)(

x̂V
q − |x̂V

n |
)
⎤

⎦. (14) 319

According to (14), it can be observed that
∑wh

m=t+1(1 − 320

[|ε|/x̂V
m])(x̂V

q − x̂V
m) is the same as �D̄ under all x̂S

i,j ≥ 0. 321

Moreover, when |x̂V
n | ≤ x̂V

q ,
∑t

n=1(1 − [|ε|/|x̂V
n |])(x̂V

q − |x̂V
n |) 322

is also the same as �D̄ under all x̂S
i,j ≥ 0. On the contrary, 323

when |x̂V
n | > x̂V

q ,
∑t

n=1(1− [|ε|/|x̂V
n |])(x̂V

q − |x̂V
n |) is the same 324

as �D̄ under all x̂S
i,j < 0. 325

In summary, when inputs are positive values, max pooling 326

can lower the influence of noise by increasing the ratio of pure 327

speeches, which satisfies case 1. 328

IV. CONSTRUCTING RESIDUAL NETWORKS WITH 329

FEATURE-AWARE ACTIVATION 330

To address the second problem mentioned in the Motivation 331

(Section II), we design a feature-aware activation function for 332

residual blocks to detect spoofed noisy speeches. Then, we 333

construct a network model via improved residual blocks. 334

A. Design of Feature-Aware Activation 335

To detect spoofed noisy speeches, we make efforts to reduce 336

the noise impact through the shortcut connection of residual 337

blocks by the following four requirements. 338

Rq. 1: Significant features are very likely to belong to pure 339

speeches that include anti-spoofing features and 340

should be enhanced. Due to the fact that the outputs 341

of the weight layers cannot be overwhelmed by 342

those of the shortcut connection, significant fea- 343

tures cannot be infinitely enhanced. 344

Rq. 2: Insignificant features have a high possibility of 345

being noise and should be removed. 346

Rq. 3: If an input is unable to determine whether it is 347

an anti-spoofing feature or noise, it should be 348

suppressed. 349

Rq. 4: There needs to be a boundary between enhancing 350

significant features and reducing noise. 351

By satisfying these four requirements, the information 352

from the shortcut connection contains features that are either 353

important, low noise, or even no noise. Even if only a small 354

amount of information can be passed through the shortcut 355

connection, it is significant and useful. 356

According to the discussions of the plain block, ReLU, and 357

max pooling in Section III, we can conclude that each of 358

them only satisfies some of these four requirements. The plain 359

block satisfies Rq. 2 and Rq. 3, which regards information 360
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on the shortcut connection as noisy or uncertain features to361

remove or suppress. However, the plain block dissatisfies Rq.362

1 and Rq. 4. Meanwhile, ReLU activation keeps the positive363

values as useful features and removes negative values as noise,364

which satisfies Rq. 2 and Rq. 4, and yet dissatisfies Rq. 1365

and Rq. 3. In addition, when inputs are positive values, max366

pooling regards maximum elements as significant features367

and enhances them, which satisfies Rq. 1. Nevertheless, max368

pooling never suppresses or removes noise, which dissatisfies369

Rq. 2, Rq. 3, and Rq. 4.370

Therefore, we define a feature-aware activation function for371

the shortcut connection of a residual block to suppress noise372

and enhance anti-spoofing features, which can be expressed as373

zl = Ml � xl (15)374

where Ml is the weights of zl, which has the same shape as375

the lth input xl. We use Mi,j
l to demonstrate the enhancement376

or suppression impact of xi,j
l on zi,j

l .377

Inspired by the analysis of plain blocks, ReLU and max378

pooling in Section III. First, we use Rmax
u to denote the379

maximum among the surrounding elements of xi,j
l in a [p× p]380

receptive field Ru, which can be expressed as381

Rmax
u = max

xm,n
l ∈Ru & (m,n) �=(i,j)

xm,n
l . (16)382

Then, we introduce a significant threshold ST to denote that383

xi,j
l is more significant than its surrounding elements of its384

receptive field. We also define a threshold ET to restrict the385

outputs of the shortcut connection to avoid overwhelming the386

outputs of the weight layers. Thus, the five rules are designed387

as follows.388

1) Rule 1: If xi,j
l is less than zero, xi,j

l should be removed.389

Then, zi,j
l should be 0. According to the analysis of390

Section III-D, the negative inputs increase the influence391

of noise when putting a max pooling on the shortcut392

connection. Thus, we regard the negative inputs as noise393

and remove them, similar to ReLU. Accordingly, Mi,j
l is394

0.395

2) Rule 2: If xi,j
l is less than Rmax

u , xi,j
l is considered as396

noise, which should be removed. Then, zi,j
l should be 0.397

In this situation, we consider nonmaximum elements as398

noise, just like max pooling. Therefore, we can interrupt399

the propagation of xi,j
l directly, like the plain blocks.400

Then, Mi,j
l is 0.401

3) Rule 3: If xi,j
l is greater than Rmax

u and less than ST, xi,j
l402

is not more significant than its surrounding elements,403

which means that it is unable to determine whether xi,j
l404

is anti-spoofing features or noise. Thus, zi,j
l should be405

suppressed. In this situation, xi,j
l greater than Rmax

u may406

be caused by noise, similar to that max pooling shows a407

little weakness when noise changes the position of the408

maximum element. Therefore, to suppress zi,j
l , we use409

an exponential function to make Mi,j
l less than 1.410

4) Rule 4: If xi,j
l is greater than ST and less than ET,411

xi,j
l is more significant than its surrounding elements,412

which means xi,j
l is the anti-spoofing feature. Thus, zi,j

l413

Fig. 3. Function Mi,j
l .

should be enhanced. We believe that significant inputs 414

contain anti-spoofing features. xi,j
l should be enhanced to 415

further mask noise and other insignificant inputs, similar 416

to that max pooling can lower the influence of noise by 417

increasing the ratio of pure speeches. Therefore, we use 418

a convex quadratic function to increase Mi,j
l quickly. 419

5) Rule 5: If xi,j
l is greater than ET, xi,j

l should not be 420

infinitely enhanced to avoid zi,j
l of shortcut connection 421

from overwhelming the outputs of weight layers in the 422

residual block. When xi,j
l equals ET, Mi,j

l reaches its 423

maximum Mmax
l . To restrict zi,j

l from increasing, we use 424

an inverse proportional function to control Mi,j
l . 425

Therefore, Mi,j
l can be expressed as a piecewise function as 426

shown in Fig. 3 to correspond to the five rules, which can be 427

formulated as 428

Mi,j
l =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0, xi,j
l < 0

0, 0 ≤ xi,j
l < Rmax

u

e
cur

(
xi,j

l −ST
)

, Rmax
u ≤ xi,j

l < ST

(1−Mmax
l )

(
xi,j

l −ET
)2

(ST−ET)2 +Mmax
l , ST ≤ xi,j

l < ET
Mmax

l ·ET

xi,j
l

, xi,j
l ≥ ET

(17) 429

where cur is used to control the curvature of the exponential 430

function. Thus, we can obtain the activation result zl in (15) 431

by Ml in (17). 432

In summary, the fine-grained activation function based on 433

the five rules satisfies the four requirements. Rules 1 and 2 434

remove negative and nonmaximum elements directly, which 435

satisfy Rq. 2 of removing insignificant features. Meanwhile, 436

Rule 3 suppresses the uncertain inputs, which satisfies Rq. 3. 437

Moreover, Rule 4 enhances the significant inputs, which 438

satisfies Rq. 1. In addition, Rule 5 guarantees that the outputs 439

on the shortcut connection enhancement cannot overwhelm 440

the outputs of weight layers, which satisfies Rq. 1. Finally, 441

these five rules distinguish the inputs into significant features, 442

uncertain features, and noises, to enhance, suppress, and 443

zeroize, respectively, which satisfy Rq. 4. 444

Consequently, the proposed feature-aware activation on the 445

shortcut connection can make the residual blocks concentrate 446

on the less but more significant information hidden in noisy 447

inputs, instead of passing all noisy information without any 448

limitation like the traditional residual blocks. 449
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B. Searching Hyperparameters for Feature-Aware Activation450

There are three hyperparameters in the proposed feature-451

aware activation function, i.e., ST, ET, and cur. We design a452

searching algorithm to obtain the three optimal hyperparame-453

ters during training.454

To focus on the less but more significant information hidden455

in xl, our objective can be converted into maximizing the456

variance of the enhanced outputs and the suppressed outputs457

in zl. In addition, to avoid overwhelming the outputs of the458

weight layers, zl should be restricted to be less than F(xl)459

(i.e., the outputs of the lth weight layers). Thus, finding the460

optimal hyperparameters can be transformed as461

Maximize L = variance(zl)462

Subject to
∑

F(xl)
i,j >

∑
zi,j

l (18)463

where F(·) is the function of the weight layers.464

To avoid zl from overwhelming F(xl), we keep the range of465

zl the same as F(xl). Therefore, zmax
l as the maximum output466

of the feature-aware activation function can be formulated as467

zmax
l = maxF(xl) = ET ·Mmax

l . (19)468

We propose a VIO algorithm to find the optimal hyperpa-469

rameters. The augmented Lagrangian algorithm (AUGLAG)470

is used to generate a population of candidate solutions. The471

details of VIO algorithm are shown in Algorithm 1. First, the472

epoch and the weight matrix Ml are initialized (line 1). Mi,j
l is473

calculated by (17) after obtaining the max element Rmax
u in the474

receptive field Ru except xi,j
l and generating the population of475

candidate ST, ET, and cur by AUGLAG (lines 2–11). By the476

sum and variance of zl, the objective can be obtained in (18)477

(lines 12–14). Only if the sum of zl is less than that of F(xl),478

hyperparameters will be recorded (lines 15–21). After epoch479

reaches the maximal search duration epochmax, the optimal480

ST, ET, and cur are returned (lines 23 and 24).481

C. Network Model via Improved Residual Blocks482

Combining (1) with (15), we can formulate the lth output483

yl of the improved residual block as484

yl = Ml � xl + F(xl,Wl). (20)485

Assuming xl+1 ≡ yl, recursively xl+1 = yl = Ml � xl +486

F(xl,Wl) and xl+2 = yl+1 = Ml+1 � xl+1 + F(xl+1,Wl+1),487

etc., we can formulate the forward propagation process from488

the lth to Lth improved residual block489

yL = xl �
L∏

k=l

Mk +
L−1∑

i=l

L∏

k=i+1

Mk � F(xi,Wi)490

+ F(xL,WL). (21)491

From the part xl �∏L
k=l Mk of (21), xl affects yL through492

the feature-aware activation for L − l + 1 times. Meanwhile,493

from the part
∑L−1

i=l

∏L
k=i+1 Mk�F(xi,Wi), F(xi,Wi) affects494

yL through the feature-aware activation for L − i times.495

Therefore, with the increase of layers, insignificant features496

would be removed and significant features, including anti-497

spoofing features, would be enhanced.498

Algorithm 1: VIO Algorithm
Input: the lth input xl = [h× w], the lth output of weight

layers F(xl), the control parameter of the receptive field
p, the maximal search duration epochmax

Output: ST , ET , cur
1 Initialize epoch = 0 and Ml = [h× w];
2 while epoch < epochmax do
3 for i← 0 to h− 1 do
4 for j← 0 to w− 1 do
5 Set xl ← xl after ReLU;

6 Obtain the receptive field Ru of xi,j
l ;

7 Set Rmax
u ← maxxm,n

l ∈Ru & (m,n) �=(i,j) xm,n
l ;

8 Obtain the candidate ST , ET , cur by AUGLAG;

9 Obtain Mi,j
l by putting ST , ET , cur, Rmax

u , and xi,j
l

into (17).
10 end
11 end
12 zl = Ml � xl;
13 set sum_z← sum of zl and var_z← variance of zl;
14 set L = var_z and sum_F= sum of F(xl),;
15 if sum_z > sum_F
16 Clear ST , ET , cur;
17 break;
18 else
19 Record L, ST , ET , cur;
20 end
21 epoch = epoch + 1;
22 end
23 Find maximum L with ST , ET , cur;
24 Return ST , ET , cur;

Consequently, we propose an anti-spoofing detection 499

method based on the feature-aware activation function, as 500

shown in Fig. 4. 501

During the forward propagation, since the traditional loop 502

operation costs a lot of time, we use unfolding and folding 503

operations to reduce the time overheads. First, an input xl with 504

the shape of [h × w] is unfolded into h · w vectors with the 505

shape of [p2 × 1]. xi,j
l is the first element of the ((i− 1) ·w+ 506

j)th receptive field R(i−1)·w+j. Accordingly, R(i−1)·w+j can be 507

expressed as 508

R(i−1)·w+j =
(

xi,j
l , . . . , xi+p−1,j

l , . . . , 509

xi,j+p−1
l , . . . , xi+p−1,j+p−1

l

)T
. (22) 510

We can obtain the weight Mi,j
l by (17) via comparing 511

xi,j
l with Rmax

(i−1)·w+j, ST, and ET, which are obtained by 512

Algorithm 1. Then, we get zl (the output of the feature-aware 513

activation function) by (15). 514

During the backward propagation, we directly use Ml 515

obtained from the forward propagation to activate the input 516

gradient, since taking the partial derivative of xl is complex 517

and slow. Via the chain rule of backpropagation on (15), we 518

have 519

∂δ

∂xl
= ∂δ

∂zl

∂zl

∂xl
= ∂δ

∂zl
Ml (23) 520

where δ is the loss function of the network. 521

By (23), Ml increases the update speed of anti-spoofing 522

features and slows down that of noisy features, resulting in an 523
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Fig. 4. Anti-spoofing detection design for noisy speeches. Noisy speeches are transformed into spectrums and then inputted into the max feature map
(MFM) block to alleviate data redundancy. After passing through the residual blocks, outputs are fed into a fully connected layer with two units that produce
classification logits. The logits are finally converted to a probability distribution using a final softmax layer.

Algorithm 2: Parallel-Propagation Algorithm

/* Forward propagation */
Input: the lth input xl = [h× w], the control parameter of the

receptive field p
Output: the lth output of the feature-aware activation zl

1 Initialize M_vec;
2 Obtain ST , ET , and cur by Algorithm 1;
3 [R1, R2, . . . , Rhw]← unfold xl with p;
4 Parallel u← 1 to hw do

5 Set Rmax
u ← maxp2−1

k=1 Ru[k];
6 Obtain Mu by comparing Ru[0] in (17);
7 M_vec append Mu;
8 end
9 Ml ← fold M_vec with p;

10 zl ← Ml � xl; /∗ Hadamard product ∗/
11 Return zl;

/* Backward propagation */
Input: the lth input gradient InGradl = [h× w], Ml calculated

by forward propagation
Output: the l-the output gradient OutGradl

12 OutGradl ← InGradl �Ml; /∗ Hadamard product ∗/
13 Return OutGradl;

accelerated update rate for the significant features compared524

with the insignificant ones.525

Therefore, we propose a parallel-propagation algorithm526

to accelerate the forward and backward propagation of the527

feature-aware activation. The details are given in Algorithm 2.528

In the forward propagation process, the weight vector529

M_vec with the shape of [1 × hw] is initialized to save530

weights (lines 1). The three hyperparameters are obtained531

by Algorithm 1 (line 2). h · w receptive fields are got by532

unfolding xl with p (line 3). Then, the weights are parallelly533

calculated by comparing elements in the receptive fields with534

(17) (lines 4–8). By folding M_vec with p, the weight Ml is535

obtained, and then the output of the feature-aware activation536

zl is returned after a Hadamard product (lines 9–11). In the537

backward propagation process, Ml is regarded as a constant to538

activate the gradient directly (lines 12 and 13).539

V. EXPERIMENTS 540

We conduct experiments to evaluate the efficiency of the 541

proposed method. Some experiments are performed on an 542

Intel Xeon Gold 5218 CPU @ 2.30 GHz and eight NVIDIA 543

GeForce RTX 3090 GPUs, and others are performed on an 544

NVIDIA Jetson AGX Xavier with NVIDIA Volta architecture 545

GPU and Carmel architecture 8-core CPU. 546

A. Experiment Setup 547

We choose ASVspoof2021 dataset [29] and NOISEX-92 548

corpus [31] to evaluate the proposed method. ASVspoof2021 549

is a widely used spoofed speech dataset, which provides 550

19 kinds of spoofing attacks, including six spoofing attacks 551

for training and other thirteen spoofing attacks for testing. 552

NOISEX-92 corpus is a widely used noise dataset, which 553

contains common types of noises in the real world. 554

We randomly add noise (m109 and factory1 from NOISEX- 555

92, and rain collected from real world) at the SNRs from 5 to 556

15 dB to ASVspoof2021 training and testing sets to establish 557

T1 and E1 sets. We also randomly add noises (babble, f16, 558

factory2, white, and volvo from NOISEX-92) at the SNRs from 559

5 to 15 dB to ASVspoof2021 testing set to establish E2 set. 560

We train our model on T1 and evaluate on E1 and E2. 561

For comparison, we choose four candidates as follows. 562

1) Spec-ResNet [24]: An anti-spoofing detection method 563

based on traditional residual blocks. 564

2) RawNet2 [22]: One of the four baselines of 565

ASVspoof2021 Challenge. 566

3) LFCC-LCNN [25]: One of the four baselines of 567

ASVspoof2021 Challenge. 568

4) RawGAT-ST [23]: The champion of ASVspoof2021 569

Challenge. 570

In addition, we also choose two denoising tools (i.e., 571

Denoiser [33] and PCS [34]), which are used together with 572

the four candidates to evaluate the efficiency of the proposed 573

method. 574

Since the inputs with the shape of [86 × 9] need to be 575

converted into a single value for final logical classification 576

logits, there are at least six residual blocks in the network 577
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Fig. 5. EER comparison on different receptive fields.

model to reduce the dimensions. Therefore, we only use six578

residual blocks to realize the fast detection of spoofed noisy579

speeches.580

B. Ablation Experiment581

1) Optimal p for Activation-Based Residual Blocks:582

According to Section IV-A, p controls the size of receptive583

field of the feature-aware activation function, which deter-584

mines the ability of noise suppression and feature enhancement585

on the shortcut connection. With the decrease of p, more inputs586

will be remained. The improved residual block will degrade587

into the traditional residual block when p is 1. To obtain the588

optimal p of feature-aware activation functions on shortcut589

connections, we evaluate the EER on E1 set at an SNR of590

10 dB. Since the shape of inputs is [86×9], the max optional591

p of the six feature-aware activation functions are 9, 4, 2, 1,592

1, and 1, respectively, which means that the last three residual593

blocks degrade into the traditional residual blocks. Thus, we594

only test p in the first three residual blocks. Due to the limited595

selections of p for the second and third layers, we test p of596

the first layer by providing all combinations of the two layers.597

The experimental results are shown in Fig. 5. We can observe598

that the EER is the lowest when the three p are 5, 3, and599

2, respectively. Therefore, in the following experiments, we,600

respectively, set p as 5, 3, 2, 1, 1, and 1 for the six residual601

blocks.602

2) Impact of Parallel-Propagation Algorithm: We evalu-603

ate the performance of parallel-propagation algorithm during604

training and inference. We conduct the experiment on both605

RTX 3090 and AGX Xavier to test the training and inference606

time overheads. For comparison, we choose traditional residual607

blocks and improved residual blocks with for loops and608

numba [35]. numba is a tool for accelerating for loops. The609

experimental results are shown in Table I. for loops cost610

6728.54 and 835.78 ms during training and inference on AGX611

Xavier, which is unsuitable for embedded systems. On RTX612

3090, numba saves the training and inference time overheads613

to 14.08 and 12.96 ms due to its acceleration of for loops.614

Our parallel-propagation algorithm can reduce the training and615

inference time overheads to 9.06 and 7.48 ms, which are only616

1.77 and 1.23 ms more than those of traditional residual blocks617

with identity mapping.618

3) Ablation Experiment for Improved Residual Blocks,619

Traditional Residual Blocks, and Plain Blocks: We conduct620

TABLE I
PERFORMANCE OF PARALLEL-PROPAGATION ALGORITHM

Fig. 6. Ablation experiment on different block combinations.

an ablation experiment to evaluate the performance of our 621

improved residual block compared with the traditional residual 622

block and the plain block. The traditional residual block allows 623

all inputs to be directly sent to the next block whereas the 624

plain block prevents all inputs from being sent to the next 625

block. Since the optimal p of the six residual blocks are 5, 626

3, 2, 1, 1, and 1, the last three residual blocks degrade into 627

the traditional residual blocks. Thus, we only test different 628

combinations of the first three residual blocks on E1 at an 629

SNR of 10 dB. The experimental results are shown in Fig. 6, 630

where I, T , and P denote the improved residual block, the 631

traditional residual block, and the plain block, respectively. For 632

example, ITI denotes that the first, second and third residual 633

blocks are the improved residual block, the traditional residual 634

block and the improved residual block, respectively. We can 635

observe that III achieves an EER of 3.91%, which is the lowest 636

among all combinations. TTT has the highest EER, which 637

is 6.39%. In addition, replacing the improved residual block 638

with the traditional residual block always performs worse than 639

replacing it with the plain block. For example, EERs of IIT and 640

IIP are 5.05% and 4.21%, respectively, which shows that IIT 641

performs worse than IIP. Similar to IIT and IIP, ITT performs 642

worse than IPP, and TTT performs worse than PPP. 643

According to the experimental results, our improved residual 644

block achieves better performance on detecting spoofed noisy 645

speeches, compared with the traditional residual block and the 646

plain block. 647

4) Impact of the Feature-Aware Activation on Spec-ResNet: 648

Spec-ResNet is a state-of-the-art model based on traditional 649

residual blocks. We test the performance of the feature-aware 650

activation by replacing traditional residual blocks of Spec- 651

ResNet with improved ones. The optimal p of the six improved 652

residual blocks are 7, 5, 3, 2, 1, and 1, respectively. The 653
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TABLE II
IMPACT OF FEATURE-AWARE ACTIVATION ON SPEC-RESNET

TABLE III
EER COMPARISON ON NOISY AND PURE SPEECHES

experimental results are shown in Table II. EER of the original654

Spec-ResNet on E1 at the SNR of 5 dB is 21.23%, whereas655

that of Spec-ResNet with feature-aware activation is only656

8.01%. The feature-activation can decrease the average EER of657

Spec-ResNet from 18.27% to 7.61% after replacing traditional658

residual blocks to improved ones. Moreover, the proposed659

method can further decrease the average EER from 7.61% to660

4.51%. Therefore, the feature-aware activation can improve the661

detection performance of traditional residual blocks in noisy662

environments.663

C. EER Comparison664

In this section, we evaluate the EER of our method665

on E1 and E2 sets at SNRs from 5 to 15 dB compared666

with Spec-ResNet, RawNet2, LFCC-LCNN, RawGAT-ST,667

PCS+RawNet2, Denoiser+RawNet2, PCS+LFCC-668

LCNN, Denoiser+LFCC-LCNN, PCS+RawGAT-ST, and669

Denoiser+RawGAT-ST.670

The experimental results are summarized in Table III.671

We can have the following observations. On E1 and E2672

at the SNR of 5 dB, EERs of RawNet2, LFCC-LCNN,673

Spec-ResNet, and RawGAT-ST are significantly high. This674

indicates that existing anti-spoofing detection methods can-675

not effectively identify noisy speeches. Combining existing676

methods with the denoising tools can improve certain per-677

formances. Taking E1 at the SNR of 5 dB as an example,678

Denoiser+RawNet2 decreases EER from 29.19% to 9.274%679

compared to RawNet2, and Denoiser+RawGAT-ST decreases680

EER from 38.43% to 8.45% compared with RawGAT-ST.681

However, EERs of Denoiser+LFCC-LCNN, PCS+LFCC-682

LCNN, and PCS+RawGAT-ST are still very high, which683

are 29.24%, 20.13%, and 20.22%, respectively. It means that684

denoising tools cannot fundamentally solve the problem of685

detecting spoofed noisy speeches. Moreover, on E1 at the SNR686

of 15 dB, EERs of LFCC-LCNN and RawNet2 (i.e., 13.18%687

and 7.55%) are lower than those of Denoiser+LFCC-LCNN688

and PCS+RawNet2 (i.e., 21.12% and 7.92%). This indicates 689

that the denoising tools might not only remove noises but 690

also destroy the anti-spoofing features, which may bring extra 691

difficulties in detecting speeches in noisy environments. We 692

can have similar observations on E2. 693

The average EER of our method is only 4.51%, which 694

is the lowest among these 11 methods. The average EERs 695

of Spec-ResNet, RawNet2, LFCC-LCNN, RawGAT-ST, 696

PCS+RawNet2, Denoiser+RawNet2, PCS+LFCC- 697

LCNN, Denoiser+LFCC-LCNN, PCS+RawGAT-ST, and 698

Denoiser+RawGAT-ST are 18.27%, 15.88%, 19.03%, 699

19.90%, 9.31%, 7.05%, 14.20%, 21.72%, 10.09%, and 6.22%, 700

respectively. According to the above experimental results, 701

our method can detect spoofed noisy speeches effectively 702

compared with the other ten methods. 703

D. t-DCF Comparison 704

In this section, we evaluate the tandem decision cost 705

function (t-DCF) of the proposed method on E1 and E2 706

compared with the other ten methods. 707

The experimental results are shown in Table IV. The 708

average t-DCF of our method is the lowest, which is 709

0.1204, whereas the average t-DCFs of Spec-ResNet, 710

RawNet2, LFCC-LCNN, RawGAT-ST, PCS+RawNet2, 711

Denoiser+RawNet2, PCS+LFCC-LCNN, Denoiser+LFCC- 712

LCNN, PCS+RawGAT-ST, and Denoiser+RawGAT-ST are 713

0.4624, 0.4301, 0.5842, 0.4410, 0.2459, 0.1641, 0.4001, 714

0.6548, 0.2725, and 0.1436, respectively. 715

According to the above experimental results, our method 716

has the best t-DCF performance in detecting spoofed noisy 717

speeches among these 11 methods. 718

E. Accuracy Comparison 719

In this section, we evaluate the accuracy of the proposed 720

method on E1 and E2 compared with the other ten methods. 721

Since ASVspoof 2021 dataset consists of more than 90% 722
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TABLE IV
T-DCF COMPARISON ON NOISY AND PURE SPEECHES

TABLE V
AVERAGE ACCURACY COMPARISON ON NOISY AND PURE SPEECHES

spoofed speeches, we test the accuracy after balancing the723

bonafide speeches and the spoofed speeches instead of accu-724

racy on the unbalanced dataset.725

The experimental results are shown in Table V. The726

average accuracy of our method is the highest, which is727

95.24%, whereas the average accuracy of Spec-ResNet,728

RawNet2, LFCC-LCNN, RawGAT-ST, PCS+RawNet2,729

Denoiser+RawNet2, PCS+LFCC-LCNN, Denoiser+LFCC-730

LCNN, PCS+RawGAT-ST, and Denoiser+RawGAT-ST are731

81.85%, 83.16%, 80.56%, 79.85%, 90.24%, 92.50%, 84.99%,732

77.56%, 89.67%, and 93.40%, respectively. We can observe733

that the denoising tools may destroy the anti-spoofing features,734

which decreases the performance of detection methods. For735

example, on E1 at the SNR of 15 dB, LFCC-LCNN decreases736

the accuracy from 85.15% to 77.59% after using Denoiser.737

When detecting pure speeches, RawGAT-ST decreases the738

accuracy from 98.35% to 97.62% after using PCS, and739

from 98.35% to 98.04% after using Denoiser. Moreover,740

when detecting pure speeches, the accuracy of our method741

is 1.20%, 0.47%, and 0.89% lower than those of RawGat-742

ST, PCS+RawGat-ST, and Denoiser+RawGat-ST. This is743

because the proposed feature-aware activation may remove744

certain pure anti-spoofing features. However, the accuracy745

decrease of detecting pure speeches is relatively low with746

regard to the accuracy improvement of detecting noisy747

speeches.748

According to the experimental results, denoising tools may749

not always improve the anti-spoofing detection. Our method750

performs best in detecting spoofed noisy speeches among these751

11 methods.752

F. Accuracy Comparison on Different Durations of Speech 753

Segments 754

Embedded systems usually have strict constraints on the 755

response time of tasks. The durations of some speeches 756

are very long, even as long as a few minutes. It may take 757

several minutes to detect the complete speeches, which 758

would dissatisfy the real time requirements of embedded 759

systems. In this section, we evaluate the performance of 760

anti-spoofing detection by different durations of speech 761

segments and obtain the optimal detection duration for quick 762

response tasks of embedded systems. Since most durations of 763

speeches in ASVspoof 2021 are within 5 s, the durations of 764

speech segments are set to increase from 0.25 to 5 s at an 765

interval of 0.25 s. For comparison, we chose Spec-ResNet, 766

RawNet2, LFCC-LCNN, RawGAT-ST, PCS+RawNet2, 767

Denoiser+RawNet2, PCS+LFCC-LCNN, Denoiser+LFCC- 768

LCNN, PCS+RawGAT-ST, and Denoiser+RawGAT-ST as 769

the candidates. 770

The experimental results on E1 at an SNR of 10 dB are 771

shown in Fig. 7. When speech segment duration is 0.25 s, the 772

accuracy of our method is the highest among these 11 methods, 773

which is 77.85%, whereas the accuracies of Spec-ResNet, 774

RawNet2, LFCC-LCNN, RawGAT-ST, PCS+RawNet2, 775

Denoiser+RawNet2, PCS+LFCC-LCNN, Denoiser+LFCC- 776

LCNN, PCS+RawGAT-ST, and Denoiser+RawGAT-ST 777

are 48.83%, 65.85%, 66.87%, 70.24%, 68.49%, 75.78%, 778

70.89%, 44.29%, 73.25%, and 76.2%, respectively. The 779

accuracies of these 11 methods are very low because 780

the speech segment duration of 0.25 s has few detectable 781

features. When speech segment duration is 1.5 s, our 782
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Fig. 7. Accuracy comparison on different durations of speech segments.

Fig. 8. Time overheads comparison on Jetson AGX Xavier.

method can achieve the accuracy of 90.92%, an accept-783

able accuracy for embedded systems, which is 26.93%,784

22.55%, 15.1%, 25.41%, 8.84%, 3.53%, 8.61%, 30.1%,785

9.54%, and 6.39% higher than those of Spec-ResNet,786

RawNet2, LFCC-LCNN, RawGAT-ST, PCS+RawNet2,787

Denoiser+RawNet2, PCS+LFCC-LCNN, Denoiser+LFCC-788

LCNN, PCS+RawGAT-ST, and Denoiser+RawGAT-ST,789

respectively. For the complete speeches, the accuracy of790

our method is still the highest, achieving 95.95%, which791

is 13.10%, 18.04%, 19.8%, 16.3%, 6.58%, 2.85%, 6.14%,792

27.28%, 3.28%, and 3.61% higher than those of Spec-ResNet,793

RawNet2, LFCC-LCNN, RawGAT-ST, PCS+RawNet2,794

Denoiser+RawNet2, PCS+LFCC-LCNN, Denoiser+LFCC-795

LCNN, PCS+RawGAT-ST, and Denoiser+RawGAT-ST,796

respectively.797

Therefore, our method can achieve an acceptable accuracy798

in a very short speech segment for embedded systems com-799

pared with the other ten methods.800

G. Time Overhead Comparison on Embedded Devices801

In this section, we evaluate the time overhead of our802

method on NVIDIA Jetson AGX Xavier. The experimen-803

tal results on E1 at the SNR of 10 dB are shown in804

Fig. 8. On Jetson AGX Xavier, the time overhead of Spec-805

ResNet is the least (12.17 ms) and that of our method is806

the second least (19.29 ms). However, the average EER807

of Spec-ResNet is 18.27% whereas that of our method is808

only 4.51%, as shown in Table III. The time overheads809

of RawNet2, LFCC-LCNN, RawGAT-ST, PCS+RawNet2,810

Denoiser+RawNet2, PCS+LFCC-LCNN, Denoiser+LFCC-811

LCNN, PCS+RawGAT-ST, and Denoiser+RawGAT-ST are812

56.38, 35.7, 179.2, 94.05, 97.42, 73.37, 76.75, 216.87, 813

and 220.62 ms, respectively. The time overhead of 814

our method is only 34.21%, 54.03%, 10.76%, 20.51%, 815

19.80%, 26.29%, 25.13%, 8.89%, and 8.74% of those 816

of RawNet2, LFCC-LCNN, RawGAT-ST, PCS+RawNet2, 817

Denoiser+RawNet2, PCS+LFCC-LCNN, Denoiser+LFCC- 818

LCNN, PCS+RawGAT-ST, and Denoiser+RawGAT-ST. 819

Therefore, we can conclude that our method can detect 820

spoofed noisy speeches with high accuracy and low time 821

overhead. 822

VI. CONCLUSION 823

In this article, we have made efforts to detect spoofed noisy 824

speeches for embedded systems with high accuracy and low 825

time overhead. We proposed an anti-spoofing detection method 826

with activation-based residual blocks to reduce the influence 827

of noise and enhance the anti-spoofing features. Based on the 828

formulation of the noise propagation model and the analysis of 829

the impact on the outputs of the traditional residual blocks, we 830

presented a feature-aware activation to realize the fine-grained 831

processing of removing noise and strengthen significant fea- 832

tures. We also devised a VIO algorithm to find the optimal 833

hyperparameters of the feature-aware activation function. We 834

conducted extensive experiments to evaluate the effectiveness 835

of our approach on datasets of ASVspoof2021 dataset and 836

NOISEX-92 corpus. The experimental results demonstrated 837

the efficiency of our method, which can achieve high accuracy 838

and low time overhead in detecting spoofed noisy speeches 839

compared with the other ten methods. 840

For the future work, we plan to make efforts on the 841

following studies. First, we will improve the feature-aware 842

activation to extract features from the 3-D inputs. Second, 843

we plan to explore position-aware rules for residual blocks to 844

influence the degrees of enhancement and suppression. Third, 845

we will apply our method to more real-life applications such 846

as speech-based assistants to make it more practical. 847
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