Solving Linear Programs

2

In this chapter, we present a systematic procedure for solving linear programs. This procedure, called the
simplex methodyroceeds by moving from one feasible solution to another, at each step improving the value
of the objective function. Moreover, the method terminates after a finite number of such transitions.

Two characteristics of the simplex method have led to its widespread acceptance as a computational tool.
First, the method is robust. It solvesy linear program; it detects redundant constraints in the problem
formulation; it identifies instances when the objective value is unbounded over the feasible region; and it
solves problems with one or more optimal solutions. The method is also self-initiating. It uses itself either
to generate an appropriate feasible solution, as required, to start the method, or to show that the problem has
no feasible solution. Each of these features will be discussed in this chapter.

Second, the simplex method provides much more than just optimal solutions. As byproducts, itindicates
how the optimal solution varies as a function of the problem data (cost coefficients, constraint coefficients,
and righthand-side data). This information is intimately related to a linear program calledah® the
given problem, and the simplex method automatically solves this dual problem along with the given problem.
These characteristics of the method are of primary importance for applications, since data rarely is known
with certainty and usually is approximated when formulating a problem. These features will be discussed in
detail in the chapters to follow.

Before presenting a formal description of the algorithm, we consider some examples. Though elementary,
these examples illustrate the essential algebraic and geometric features of the method and motivate the general
procedure.

2.1 SIMPLEX METHOD—A PREVIEW
Optimal Solutions

Consider the following linear program:

Maximizez = 0Ox1 + Oxo — 3x3 — X4 + 20, (Obijective 1)

subject to:
X1 — 3x3+ 3x4 = 6, 1)
Xo — 8X3 + 4Xa = 4, 2)

Xj>0 (j=1234).

Note that as stated the problem has a very special form. It satisfies the following:

1. All decision variables are constrained to be nonnegative.
2. All constraints, except for the nonnegativity of decision variables, are stated as equalities.
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2.1 Simplex Method—A Preview 39

3. The righthand-side coefficients are all nonnegative.

4. One decision variable is isolated in each constraint witHlLacoefficient k1 in constraint (1) and in
constraint (2)). The variable isolated in a given constraint does not appear in any other constraint, and
appears with a zero coefficient in the objective function.

A problem with this structure is said to beg¢anonical form This formulation might appear to be quite
limited and restrictive; as we will see later, howewanylinear programming problem can be transformed so
that it is in canonical form. Thus, the following discussion is valid for linear programs in general.

Observe that, given any values fof and x4, the values ok, andx, are determined uniquely by the
equalities. In fact, settings = x4 = 0 immediately gives a feasible solution with = 6 andx, = 4.
Solutions such as these will play a central role in the simplex method and are referredagiateasible
solutions In general, given a canonical form for any linear program, a basic feasible solution is given by
setting the variable isolated in constrajptcalled thejth basic-variable equal to the righthand side of the
jth constraint and by setting the remaining variables, call@abasic all to zero. Collectively the basic
variables are termedtzsis*

In the example above, the basic feasible solukipa- 6, xo = 4, x3 =0, X4 = 0, is optimal. For any
other feasible solutiorxs andx4 must remain nonnegative. Since their coefficients in the objective function
are negative, if eithexz or x4 is positive,z will be less than 20. Thus the maximum value fds obtained
whenxz = x4 = 0.

To summarize this observation, we state the:

Optimality Criterion.  Suppose that, in a maximization problem, every nonbasic variable has a non-
positive coefficient in the objective function of a canonical form. Then the basic feasible solution given
by the canonical form maximizes the objective function over the feasible region.

Unbounded Obijective Value
Next consider the example just discussed but with a new objective function:

Maximizez = 0xg1 + OX2 + 3x3 — X4 + 20, (Obijective 2)

subject to:
X1 —3x3+3x4 = 6, 1)
Xo — 8X3 + 4x4 = 4, (2)

Xj>0 (j=1234).

Sincexs now has a positive coefficient in the objective function, it appears promising to increase the value
of x3 as much as possible. Let us maintain= 0, increase to a valuet to be determined, and update
andxy to preserve feasibility. From constraints (1) and (2),

X1 = 6+ 3t,
X2 = 44 8t,

z= 20+ 3t.

* We have introduced the new termanonical, basisandbasic variableat this early point in our discussion because
these terms have been firmly established as part of linear-programming vernﬁlalﬂanicalis a word used in many
contexts in mathematics, as it is here, to mean “a special or standard representation of a problem or concept,” usually
chosen to facilitate study of the problem or concepasisandbasicare concepts in linear algebra; our use of these
terms agrees with linear-algebra interpretations of the simplex method that are discussed formally in Appendix A.
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No matter how large becomesx; andx, remain nonnegative. In fact, aapproaches-oco, z approaches
+o00. In this case, the objective function is unbounded over the feasible region.
The same argument applies to any linear program and provides the:

Unboundedness Criterion. Suppose that, in a maximization problem, some nonbasic variable has a
positive coefficient in the objective function of a canonical form. If that variable has negative or zero
coefficients in all constraints, then the objective function is unbounded from above over the feasible
region.

Improving a Nonoptimal Solution

Finally, let us consider one further version of the previous problem:

Maximizez = Ox1 + Ox2 — 3x3 + X4 + 20, (Objective 3)

subject to:
X1 —3x3+3x4 = 6, 1)
Xo — 8X3 + 4x4 = 4, (2)

Xj >0 (j=1,2349.

Now asx4 increasesz increases. Maintainings = 0, let us increasg, to a valuet, and update; andx»
to preserve feasibility. Then, as before, from constraints (1) and (2),

X1 = 6-—3t,
X2 = 4 -4,
z=20+ t.

If X1 andx, are to remain nonnegative, we require:

6—3t>0, thatis t < §=2
and
44t >0, thatis t < § = 1.

Therefore, the largest value fothat maintains a feasible solutiontis= 1. Whent = 1, the new solution
becomesx; = 3, x2 = 0, x3 = 0, X4 = 1, which has an associated valuezof 21 in the objective
function.

Note that, in the new solutioxg has a positive value ang has become zero. Since nonbasic variables
have been given zero values before, it appearsdhhas replaced; as a basic variable. In fact, it is fairly
simple to manipulate Egs. (1) and (2) algebraically to produce a new canonical form xylaeiax, become
the basic variables. K, is to become a basic variable, it should appear with coefficidnin Eq. (2), and
with zero coefficients in Eq. (1) and in the objective function. To obtaiplacoefficient in Eq. (2), we
divide that equation by 4, changing the constraints to read:

X1 —-3x3+3xa= 6 1)
Xo—23+ xa= L )

Now, to eliminatexs from the first constraint, we may multiply Eq.’{dy 3 and subtract it from constraint
(1), giving:

X1 — X2+ 3x3 = 3 (1)
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Xo—23+ xa= 1 2)
Finally, we may rearrange the objective function and write it as:
(-2 —3X3+ X4=-20 3)

and use the same technique to elimimagethat is, multiply (2) by —1 and add to Eq. (1) giving:

(—2) — 3x2— Xg =21

Collecting these equations, the system becomes:

Maximizez = Ox; — 3% — Xz + Ox4 + 21,
subject to:
X1 — 3Xp + 33 = 3, (1)
Xo—2X3+ Xa= 1, 2)
Xj >0 (j=1234%.

Now the problem is in canonical form witky and x4 as basic variables, arelhas increased from
20 to 21. Consequently, we are in a position to reapply the arguments of this section, beginning with
this improved solution. In this case, the new canonical form satisfies the optimality criterion since all
nonbasic variables have nonpositive coefficients in the objective function, and thus the basic feasible solution
X1 =3, X2=0, x3=0, x4 =1, is optimal.

The procedure that we have just described for generating a new basic variable igpoaitety It is
the essential computation of the simplex method. In this case, we say that we have just pivoteal thie
second constraint. To appreciate the simplicity of the pivoting procedure and gain some additional insight, let
us see that it corresponds to nothing more than elementary algebraic manipulations to re-express the problem
conveniently.

First, let us use constraint (2) to solve farin terms ofx, andxs, giving:

xa=1(4—x2+8x) Or xg=1-1x+2xs. )

Now we will use this relationship to substitute for in the objective equation:

2= 0xg + 0% — 33 + (1= $x2 + 2x3) + 20,
Z = 0xq — X2 — X3+ Oxq+ 21,
and also in constraint (1)
X1 —3x3+ 3(1 — 1%+ 2x3) = 6,
or, equivalently,

X1 — 3Xp + 3x3 = 3. 1)

Note that the equations determined by this procedure for eliminating variables are the same as those given
by pivoting. We may interpret pivoting the same way, even in more general situations, as merely rearranging
the system by solving for one variable and then substituting for it. We pivot because, for the new basic
variable, we want a1 coefficient in the constraint where it replaces a basic variable, and 0 coefficients in
all other constraints and in the objective function.

Consequently, after pivoting, the form of the problem has been altered, but the modified equations still
represent the original problem and have the same feasible solutions and same objective value when evaluated
at any given feasible solution

Indeed, the substitution is merely the familiar variable-elimination technique from high-school algebra,
known more formally as Gauss—Jordan elimination.
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In summary, the basic step for generating a canonical form with an improved value for the objective
function is described as:

Improvement Criterion.  Suppose that, in a maximization problem, some nonbasic variable has a
positive coefficient in the objective function of a canonical form. If that variable has a positive coefficient
in some constraint, then a new basic feasible solution may be obtained by pivoting.

Recall that we chose the constraint to pivot in (and consequently the variable to drop from the basis) by
determiningwhich basic variabldirst goes to zero as we increase the nonbasic variabl€he constraint is
selected by taking the ratio of the righthand-side coefficients to the coefficiernidgrothe constraints, i.e.,
by performing theatio test

min { s j—,r‘} .

Note, however, that if the coefficient &f in the second constraint wered instead oft+-4, the values for
X1 andx2 would be given by:

X1 = 6-—3t,
Xo = 4+ 4t,

so that a4 = t increases from Ox2 never becomes zero. In this case, we would increaset = g = 2.
This observation applies in general for any number of constraints, so that we need never compute ratios for
nonpositive coefficients of the variable that is coming into the basis, and we establish the following criterion:

Ratio and Pivoting Criterion. When improving a given canonical form by introducing variakj@to
the basis, pivot in a constraint that gives the minimum ratio of righthand-side coefficient to corresponding
xs coefficient. Compute these ratios only for constraints that have a positive coefficient for

Observe that the valueof the variable being introduced into the basis is the minimum ratio. This ratio is
zero if the righthand side is zero in the pivot row. In this instance, a new basis will be obtained by pivoting,
but the values of the decision variables remain unchanged siada

As afinal note, we point out that a linear program may have multiple optimal solutions. Suppose that the
optimality criterion is satisfied and a nonbasic variable has a zero objective-function coefficient in the final
canonical form. Since the value of the objective function remains unchanged for increases in that variable,
we obtain an alternative optimal solution whenever we can increase the variable by pivoting.

Geometrical Interpretation

The three simplex criteria just introduced algebraically may be interpreted geometrically. In order to represent
the problem conveniently, we have plotted the feasible region in Figs. 2.1(a) and 2.1(b) in terms of only the
nonbasic variablegs andxs. The values ok3 andx4 contained in the feasible regions of these figures satisfy
the equality constraints and ensure nonnegativity of the basic and nonbasic variables:

X1 = 6+ 3x3 —3x4 > 0, D)
X2:4+8X3—4X420, (2)
X3 > 0, X4 > 0.
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Consider the objective function that we used to illustrate the optimality criterion,
zZ= —3x3— Xq4+ 20. (Objective 1)

For any value ok, sayz = 17, the objective function is represented by a straight line in Fig. 2.1(a). As
Zincreases to 20, the line corresponding to the objective function moves parallel to itself across the feasible
region. Atz = 20, it meets the feasible region only at the poigit= x4 = 0; and, forz > 20, it no longer
touches the feasible region. Consequenthy 20 is optimal.

The unboundedness criterion was illustrated with the objective function:

Z=3X3 — X4 + 20, (Objective 2)

which is depicted in Fig.2.1(b). Increasing while holdingxs = 0 corresponds to moving outward from
the origin (i.e., the poinkg = x4 = 0) along thexz-axis. As we move along the axis, we never meet either
constraint (1) or (2). Also, as we move along theaxis, the value of the objective function is increasing to
+00.

The improvement criterion was illustrated with the objective function

Z= —3X3+ X4 + 20, (Obijective 3)

which also is shown in Fig. 2.1(b). Starting fromp= 0, x4 = 0, and increasings corresponds to moving
from the origin along theu-axis. In this case, however, we encounter constraint (Xyat t = 1 and
constraint (3) at, =t = 2. Consequently, to maintain feasibility in accordance with the ratio test, we move
to the intersection of thes-axis and constraint (2), which is the optimal solution.

2.2 REDUCTION TO CANONICAL FORM

To this point we have been solving linear programs posed in canonical form with (1) nonnegative variables,
(2) equality constraints, (3) nonnegative righthand-side coefficients, and (4) one basic variable isolated in each
constraint. Here we complete this preliminary discussion by showing how to transform any linear program
to this canonical form.

1. Inequality constraints
In Chapter 1, the blast-furnace example contained the two constraints:

40x; + 10xp 4 6x3 < 55.0,

40x1 + 10xo + 6x3 > 32.5.
The lefthand side in these constraints is the silicon content of the 1000-pound casting being produced. The
constraints specify the quality requirement that the silicon content must be between 32.5 and 55.0 pounds.

To convert these constraints to equality form, introduce two new nonnegative variables (the blast-furnace
example already includes a variable denotgddefined as:

X5 = 55.0 — 40x7 — 10x2 — 6X3,
X = 40x1 + 10x2 + 6x3 — 32.5.

Variablexs measures the amount that the actual silicon contentdhtist of the maximum content that can
be added to the casting, and is calleslack variable xg is the amount of silicon iexces®f the minimum
requirement and is calledsarplus variable The constraints become:

40x1 + 10x2 + 6X3 + Xg = 55.0,
40x1 4+ 10xp + 6x3 — Xg = 325.

Slack or surplus variables can be used in this way to convert any inequality to equality form.
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2. Free variables
To see how to treat free variables, or variables unconstrained in sign, consider the basic balance equation of
inventory models:

Xt + lt—1 = d + It.
Production Inventory Demand in Inventory at
in periodt from period(t — 1) periodt end of period
In many applications, we may assume that demand is known and that prodxctinrst be nonnegative.

Inventoryl; may be positive or negative, however, indicating either that there is a surplus of goods to be stored
or that there is a shortage of goods and some must be produced later. For insthnee; i 1;_1 = 3, then

It = —3 units must be produced later to satisfy current demand. To formulate models with free variables,
we introduce two nonnegative variablgs andl;”, and write

as a substitute fok, everywhere in the model. The variallg represents positive inventory on hand and
I, represents backorders (i.e., unfilled demand). Whenigwer0, we setItJr = Iy andl;” = 0, and when
It < 0, we setl;" = 0 andl;” = —I;. The same technique converts any free variable into the difference
between two nonnegative variables. The above equation, for example, is expressed with nonnegative variables
as:

X+ =1 — I+ 1 =dh.

Using these transformations, any linear program can be transformed into a linear program with nonnega-
tive variables and equality constraints. Further, the model can be stated with only nonnegative righthand-side
values by multiplying by-1 any constraint with a negative righthand side. Then, to obtain a canonical form,
we must make sure that, in each constraint, one basic variable can be isolatednditpafficient. Some
constraints already will have this form. For example, the slack variablatroduced previously into the
silicon equation,

40x1 + 10x2 + 6x3 + X5 = 55.0,

appears in no other equation in the model. It can function as an intial basic variable for this constraint. Note,
however, that the surplus variabtgin the constraint

40x1 + 10xp + 6x3 — Xg = 32.5

does not serve this purpose, since its coefficientls

3. Artificial variables

There are several ways to isolate basic variables in the constraints where one is not readily apparent. One
particularly simple method is just to add a new variable to any equation that requires one. For instance, the
last constraint can be written as:

40x1 + 10xp 4+ 6X3 — Xg + X7 = 32.5,

with nonnegative basic variabbe;. This new variable is completely fictitious and is calledatificial
variable Any solution withx; = 0 is feasible for the original problem, but those wih > 0 are not
feasible. Consequently, we should attempt to drive the artificial variable to zero. In a minimization problem,
this can be accomplished by attaching a high unit bbst-0) to x7 in th objective function (for maximization,

add the penalty- M x7 to the objective function). Fav sufficiently large x7 will be zero in the final linear
programming solution, so that the solution satisfies the original problem constraint without the artificial
variable. Ifx; > 0 in the final tableau, then there is no solution to the original problem where the artificial
variables have been removed; that is, we have shown that the problem is infeasible.
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Let us emphasize the distinction between artificial and slack variables. Whereas slack variables have
meaning in the problem formulation, artificial variables have no significance; they are merely a mathematical
convenience useful for initiating the simplex algorithm.

This procedure for penalizing artificial variables, calledidlggM methodis straightforward conceptually
and has been incorporated in some linear programming systems. There are, however, two serious drawbacks
to its use. First, we don’'t knoa priori how largeM must be for a given problem to ensure that all artificial
variables are driven to zero. Second, using large numberbfanay lead to numerical difficulties on a
computer. Hence, other methods are used more commonly in practice.

An alternative to the bigl method that is often used for initiating linear programs is calledptigese
I-phase Il procedurand works in two stages. Phase | determines a canonical form for the problem by solving
a linear program related to the original problem formulation. The second phase starts with this canonical
form to solve the original problem.

To illustrate the technique, consider the linear program:

Maximizez = —3x1 + 3X2 + 2X3 — 2X4 — X5 + 4Xe,

subject to:
X1— X2+ X3—Xa—4X5+ 2X6 — X7 + Xg =4,
—3X1 + 3X2 + X3 — X4 — 2Xs5 + Xg = 6,
— X3+ X4 + Xe + X10 =1,
X1 — Xo4+X3—Xa— Xs +X11 =0,
Xj >0 (j=12,...,11). Artificial variables
added

Assume thakg is a slack variable, and that the problem has been augmented by the introduction of artificial
variablesxg, X109, andxys in the first, third and fourth constraints, so tixgt xg, X109, andxy1 form a basis.
The following elementary, yet important, fact will be useful:

Any feasible solution to the augmented system with all artificial variables equal to zero provides a feasible
solution to the original problem. Conversely, every feasible solution to the original problem provides a feasible
solution to the augmented system by setting all artificial variables ta zero

Next, observe that since the artificial variabkgs x19, andxy1 are all nonnegative, they are all zero only
when their sunxg + X10-+ X11 is zero. For the basic feasible solution just derived, this sumis 5. Consequently,
the artificial variables can be eliminated by ignoring the original objective function for the time being and
minimizing Xg + X10 + X11 (i.€., minimizing the sum of all artificial variables). Since the artificial variables
are all nonnegative, minimizing their sum means driving their sum towards zero. If the minimum sum is O,
then the artificial variables are all zero and a feasible, but not necessarily optimal, solution to the original
problem has been obtained. If the minimum is greater than zero, then every solution to the augmented system
hasxg + X10 + X11 > 0, so thasomeatrtificial variable is still positive. In this case, the original problem has
no feasible solution.

The essential point to note is that minimizing the infeasibility in the augmented system is a linear program.
Moreover, adding the artificial variables has isolated one basic variable in each constraint. To complete the
canonical form of the phase | linear program, we need to eliminate the basic variables from the phase | objective
function. Since we have presented the simplex method in terms of maximizing an objective function, for the
phase | linear program we will maximize defined to beninusthe sum of the artificial variables, rather than
minimizing their sum directly. The canonical form for the phase | linear program is then determined simply
by adding the artificial variables to the equation. That is, we add the first, third, and fourth constraints in
the previous problem formulation to:

(—w) — X9 — X10 — X11 =0,
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and express this equation as:
w = 2X1 — 2X2 + X3 — X4 — 5X5 + 3Xg — X7 + OXg + Ox10 + OX17 — 5.

The artificial variables now have zero coefficients in the phase | objective.

Note that the initial coefficients for the nonartificial variabdg in the w equation is the sum of the
coefficients ofx; from the equations with an artificial variable (see Fig. 2.2).

If w = 0 is the solution to the phase | problem, then all artificial variables are zero. If, in addition, every
artificial variable is nonbasic in this optimal solution, then basic variables have been determined from the
original variables, so that a canonical form has been constructed to initiate the original optimization problem.
(Some atrtificial variables may be basic at value zero. This case will be treated in Section 2.5.) Observe that
the unboundedness condition is unnecessary. Since the artificial variables are nonnegativeunded
from above by zero (for example, = —xg — X190 — X11 < 0) so that the unboundedness condition will never
apply.

To recap, artificial variables are added to place the linear program in canonical form. Maximizing
either

i) gives maxw < 0. The original problem is infeasible and the optimization terminates; or

i) gives maxw = 0. Then a canonical form has been determined to initiate the original problem. Apply
the optimality, unboundedness, and improvement criteria to the original objective fuacttarting
with this canonical form.

In order to reduce a general linear-programming problem to canonical form, it is convenient to perform
the necessary transformations according to the following sequence:

1. Replace each decision variable unconstrained in sign by a difference between two nonnegative variables.
This replacement applies to all equations including the objective function.

2. Change inequalities to equalities by the introduction of slack and surplus variables iftemualities,
let the nonnegativeurplus variablerepresent the amount by which the lefthand side exceeds the
righthand side; fokx inequalities, let the nonnegatistack variablerepresent the amount by which the
righthand side exceeds the lefthand side.

3. Multiply equations with a negative righthand side coefficienttly

4. Add a (nonnegative) artificial variable to any equation that does not have an isolated variable readily
apparent, and construct the phase | objective function.

To illustrate the orderly application of these rules we provide, in Fig. 2.2, a full example of reduction to
canonical form. The succeeding sets of equations in this table represent the stages of problem transformation
as we apply each of the steps indicated above. We should emphasize that at each stage the form of the given
problem is exactly equivalent to the original problem.

2.3 SIMPLEX METHOD—A FULL EXAMPLE

The simplex method for solving linear programs is but one of a number of methods, or algorithms, for solving
optimization problems. By an algorithm, we mean a systematic procedure, usually iterative, for solving a class
of problems. The simplex method, for example, is an algorithm for solving the class of linear-programming
problems. Any finite optimization algorithm should terminate in one, and only one, of the following possible
situations:

1. by demonstrating that there is no feasible solution;
2. by determining an optimal solution; or
3. by demonstrating that the objective function is unbounded over the feasible region.
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We will say that an algorithm solves a problem if it always satisfies one of these three conditions. As we shall
see, a major feature of the simplex method is that it solves any linear-programming problem.

Most of the algorithms that we are going to consider are iterative, in the sense that they move from one
decision poinis, Xo, ..., X, to another. For these algorithms, we need:

i) a starting point to initiate the procedure;
i) atermination criterion to indicate when a solution has been obtained; and
iii) an improvement mechanism for moving from a point that is not a solution to a better point.

Every algorithm that we develop should be analyzed with respect to these three requirements.

In the previous section, we discussed most of these criteria for a sample linear-programming problem.
Now we must extend that discussion to give a formal and general version of the simplex algorithm. Before
doing so, let us first use the improvement criterion of the previous section iteratively to solve a complete
problem. To avoid needless complications at this point, we select a problem that does not require artificial
variables.

Simple Example* The owner of a shop producing automobile trailers wishes to determine the best mix for
his three products: flat-bed trailers, economy trailers, and luxury trailers. His shop is limited to working 24
days/month on metalworking and 60 days/month on woodworking for these products. The following table
indicates production data for the trailers.

Usage per unit of trailer Resources
Flat-bed Economy Luxury | availabilities
Metalworking days i 2 1 24
Woodworking days 1 2 4 60
Contribution ($x 100) 6 14 13

Let the decision variables of the problem be:

x1 = Number of flat-bed trailers produced per month,
X2 = Number of economy trailers produced per month,
x3 = Number of luxury trailers produced per month.

Assuming that the costs for metalworking and woodworking capacity are fixed, the problem becomes:

Maximizez = 6x; + 14x2 + 13x3,

subject to:
X1+ 2%+ X3 < 24,
X1+ 2%z + 4x3 < 60,

X1 > 0, X2 > 0, x3 > 0.

Letting x4 and x5 be slack variables corresponding to unused hours of metalworking and woodworking
capacity, the problem above is equivalent to the linear program:

Maximizez = 6x; + 14x2 + 13xs,
subject to:
%X1+2X2+ X3+ Xq = 24,
X1+ 2X2 +4X3+ X5 = 60,

* Excel spreadsheet availablehdtp://web.mit.edu/15.053/www/Sect2.3_Simple_Example.xls
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Xj>0 (j=1,2...,5).

This linear program is in canonical form with basic variablgandxs. To simplify our exposition and to

more nearly parallel the way in which a computer might be used to solve problems, let us adopt a tabular
representation of the equations instead of writing them out in detail. Tableau 1 corresponds to the given
canonical form. The first two rows in the tableau are self-explanatory; they simply represent the constraints,
but with the variables detached. The third row representg-tgguation, which may be rewritten as:

(—2) 4+ 6xX1 + 14xo + 13x3 = 0.

By convention, we say that-z) is the basic variable associated with this equation. Note that no formal
column has been added to the tableau for(the)-variable.

Tableau 1 Equation
identification

Basic Current and Ratio

variables values Xy X, X5 X o transformations  test

T X 24 4 ©) 1 1 (1] 24/2
X5 60 1 2 4 1 [2] 60/2

(—2) 0 +6 | +14 | +13 3]
)

The data to the right of the tableau is not required for the solution. It simply identifies the rows and
summarizes calculations. The arrow below the tableau indicates the variable being introduced into the basis;
the circled element of the tableau indicates the pivot element; and the arrow to the left of the tableau indicates
the variable being removed from the basis.

By the improvement criterion, introducing either, X2, or X3 into the basis will improve the solution.

The simplex method selects the variable with best payoff per unit (largest objective coefficient), in this case
X2. By the ratio test, a%; is increasedxs goes to zero befongs does; we should pivot in the first constraint.
After pivoting, X2 replaces¢, in the basis and the new canonical form is as given in Tableau 2.

l'ableau 2 Equation
identification
Basic Current and Ratio
variables values Xy X, X3 X4 X5 transformations test
|
X3 12 i 1 3 5 (4] = 3[1] o 12/172)
s 36 1 —1 1| [5]= [2]- 24| 36/3
(—2) —168 +3 +6 -7 6] = [3]— 14[4]
1

Next, X3 is introduced in place ofs (Tableau 3).

Tableau 3 . qu_]atim_l
identification
Basic Current and Ratio
variables values X4 X X3 X4 Xs transformations test
X2 6 ®| 1 3| ¢ | [2l= [4]-38] 6/1/6)
X3 12 s | -3 5| B]=45] 12/(1/6)
(—2) 240 | +3 -5 | =2 | [9]= [6] - 6[8]
)

Finally, x1 is introduced in place of, (Tableau 4).

Tableau 4 satisfies the optimality criterion, giving an optimal contribution of $29,400 with a monthly
production of 36 flat-bed trailers and 6 luxury trailers.

Note that in this examplex, entered the basis at the first iteration, but does not appear in the optimal
basis. In general, a variable might be introduced into (and dropped from) the basis several times. In fact, it
is possible for a variable to enter the basis at one iteration and drop from the basis at the very next iteration.
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2.4

Variations

The simplex method changes in minor ways if the canonical form is written differently. Since these modi-
fications appear frequently in the management-science literature, let us briefly discuss these variations. We
have chosen to consider the maximizing form of the linear program @namrd have written the objective
function in the canonical form as:

(—2) + C1X1 + CoX2 + - - - + CnXn = — 20,

sothatthe currentsolution has= zo. We arguedthat, ifatlj < 0, thenz = zp4-C1X1+CoXo+- - -+CnXn = Zo
for any feasible solution, so that the current solution is optimal. If instead, the objective equation is written
as:

(2) + CiX1 + CoXo + - - + CXn = 2o,

wherec/j = —Cj, thenz is maximized if each coefficierdj > 0. In this case, the variable with the most

negative coefficiend,“j < Ois chosen to enter the basis. All other steps in the method are unaltered.
The same type of association occurs for the minimizing objective:

Minimize z = ¢c1X1 + CoX2 + - - - + CnXn.
If we write the objective function as:
(—2) + C1X1 + C2X2 + - - - + CnXn = — 20,

then, since = zp + C1X1 + - - - + CnXn, the current solution is optimal if evey > 0. The variablexs to
be introduced is selected froog = minc; < 0, and every other step of the method is the same as for the
maximizing problem. Similarly, if the objective function is written as:

(2) + CX1 4 CoXo + - - + CXn = 20,

wherec; = —c;, then, for a minimization problem, we introduce the variable with the most posiiirgo
the basis.

Note that these modifications affect only the way in which the variable entering the basis is determined.
The pivoting computations are not altered.

Given these variations in the selection rule for incoming variables, we should be wary of memorizing
formulas for the simplex algorithm. Instead, we should be able to argue as in the previous example and as in
the simplex preview. In this way, we maintain flexibility for almost any application and will not succumb to
the rigidity of a “formula trap.”

2.4 FORMAL PROCEDURE

Figure 2.3 summarizes the simplex method in flow-chart form. It illustrates both the computational steps of
the algorithm and the interface between phase | and phase Il. The flow chart indicates how the algorithm is
used to show that the problem is infeasible, to find an optimal solution, or to show that the objective function
is unbounded over the feasible region. Figure 2.4 illustrates this algorithm for a phase I-phase Il example



by solving the problem introduced in Section 2.2 for reducing a problem to canonicaf faime.remainder
of this section specifies the computational steps of the flow chart in algebraic terms.

At any intermediate step during phase Il of the simplex algorithm, the problem is posed in the following
canonical form:

X1 + a1, m1Xm+1 + o0+ AQwsXs + -0 + QXn = [31,
X2 + 52, m+1Xm+1 + - =+ éann = b2’
Xr + ar, myiXm+1 + -0 + Xs + - + &nXn = by,

Xm —+ am m+1Xm+1 + o + @8msXs + -+ + @mnXn = bm,
(_Z) + Em+1xm+1 + -+ + CsXs + - +ChXn = —2p,

Xj >0 (j=212,...,n).

* Excel spreadsheet availablehdtp://web.mit.edu/15.053/www/Fig2.4_Pivoting.xls
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Initialization
Place constraints in
canonical form.

Lse Arti- Termi_nate
phase | ficial There is no
objective variables feasible
(w-equation). added? solution.
YES
Make phase | —
Place pha_lse Il tran-
objective Use sition. Now NO
function in phase Il use phase Il
canonical objective objective*
form. (z-equation). (z-equation).
r——7T T - - - - - - Y 1 YES
' |
|
| Optimality test |
[ Is any objective | NO Phase I?
| functlggsﬁ?\;agwlent Tl (Optimality condition)
| [Step (1)] |
| | NO
[
| _ _ |
| Select variable x to intro- | | Terminate
| duce into the basis as the | The current
| variable with the largest | solution is
objective coefficient (arbi- optimal.
I trary choice if ties). |
I (Step (2)] |
|
' !
|
| Improve solution l
| Pivot on variable xin | Terminate
| the rth constraint to Unboundedness test | NO z is unbounded
| substitute x into the Does x, appear with a T from above over
| basis in place of the positive coefficient | (Unboundedness the feasible
rthbasic variable. in some con- | condition) region.
: (Step (4)] straint? |
| \
[ |
| Ratio test |
| Select the pivot row rasthe | |
| row with the minimum ratio |
of righthand-side coefficient |
1 to positive x; coefficient
| (arbitrary choice if ties). l
| [Step (3)] |
e m e i

Figure 2.1 Simplex phase I-phase || maximization procedure.
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Originally, this canonical formis developed by using the procedures of Section 2.2. Tlag dbtazg, wo,
andc; are known. They are either the original data (without bars) or that data as updated by previous steps
of the algorithm. We have assumed (by reindexing variables if necessarythxat . . ., Xy are the basic
variables. Also, since this is a canonical fotn> 0 fori = 1,2, ..., m.

Simplex Algorithm  (Maximization Form)
STEP (0) The problem is initially in canonical form andll> 0.

STEP (1) Ifci <Oforj =1,2,...,n,thenstog we are optimal. If we continue then
there exists some; > O.
STEP (2) Choose the column to pivot in (i.e., the variable to introduce into the basis)
by:
Cs = max{CTj [Cj > 0}.*
j

If ais < O0fori =1,2,...,m,thenstop the primal problem is unbounded.

If we continue, thergjs > O forsome =1,2,..., m.
STEP (3) Choose rowto pivot in (i.e., the variable to drop from the basis) by the
ratio test:
b b;
— —min] =| @s>0}.
ars i dis

STEP (4) Replace the basic variable in nowith variables and re-establish the
canonical form (i.e., pivot on the coefficieats).

STEP (5) Go to step (1).

These steps are the essential computations of the simplex method. They apply to either the phase | or
phase Il problem. For the phase | problem, the coefficientae those of the phase | objective function.

The only computation remaining to be specified formally is the effect that pivoting in step (4) has on the
problem data. Recall that we pivot on coefficiand merely to isolate variablgs with a +1 coefficient in
constraint . The pivot can be viewed as being composed of two steps:

i) normalizing ther th constraint so thats has a+1 coefficient, and
i) subtracting multiples of the normalized constraint from the order equations in order to eliminate variable
Xs.

These steps are summarized pictorially in Fig. 2.5.
The last tableau in Fig. 2.5 specifies the new values for the data. The new righthand-side coefficients,
for instance, are given by:

Brnew: _b_r and Bi”eW: bi — 3 <E) >0 fori#r.

ars s

Observe that the new coefficients for the variahldeing removed from the basis summarize the computa-
tions. For example, the coefficient gf in the first row of the final tableau is obtained from the first tableau

by subtractingais/ars times therth row from the first row. The coefficients of the other variables in the
first row of the third tableau can be obtained from the first tableau by performing this same calculation. This
observation can be used to partially streamline the computations of the simplex method. (See Appendix B
for details.)

* The vertical bar within braces is an abbreviation for the phrase “such that.”
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Figure 2.5 Algebra for a pivot operation.
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Note also that the new value famwill be given by:

- ( br ) _
20 + j— CS.
drs

By our choice of the variables_to introduce into the basi§s > 0. Sinceb; > 0 anda,s > 0, this implies
thatz"®W > z°d_ |n addition, ifb, > 0, thenz"Vis strictly greater tham®!d.

Convergence

Though the simplex algorithm has solved each of our previous examples, we have yet to show that it solves
anylinear program. A formal proof requires results from linear algebra, as well as further technical material
that is presented in Appendix B. Let us outline a proof assuming these results. We assume that the linear
program has variables anan equality constraints.

First, note that there are only a finite number of bases for a given problem, since a basis cantains
variables (one isolated in each constraint) and there are a finite number of variables to select from. A standard
result in linear algebra states that, once the basic variables have been selected, all the entries in the tableau,
including the objective value, are determined uniquely. Consequently, there are only a finite number of
canonical forms as well. If the objective valsigictly increases after every pivot, the algorithm never repeats
a canonical form and must determine an optimal solution afferite number of pivots (any nonoptimal
canonical form is transformed to a new canonical form by the simplex method).

This argument shows that the simplex method solves linear programs as long as the objective value strictly
increases after each pivoting operation. As we have just seen, each pivot affects the objective function by
adding a multiple of the pivot equation to the objective function. The current value pfdfjaation increases
by a multiple of the righthand-side coefficient; if this coefficient is positive (not zero), the objective value
increases. With this in mind, we introduce the following definition:

A canonical form is callechondegeneratd each righthand-side coefficient is strictly positive. The
linear-programming problem is called nondegenerate if, starting with an initial canonical form, every
canonical form determined by the algorithm is nondegenerate.

In these terms, we have shown that the simplex method solves every nondegenerate linear program using
a finite number of pivoting steps. When a problem is degenerate, it is possible to perturb the data slightly
so that every righthand-side coefficient remains positive and again show that the method works. Details are
given in Appendix B. A final note is that, empirically, the finite number of iterations mentioned here to solve
a problem frequently lies between 1.5 and 2 times the number of constraints (i.e., betBraemd 2n).

Applying this perturbation, if required, to both phase | and phase Il, we obtain the essential property of
the simplex method.

Fundamental Property of the Simplex Method. The simplex method (with perturbation if necessary)
solves any given linear program in a finite number of iterations. That is, in a finite number of iterations,
it shows that there is no feasible solution; finds an optimal solution; or shows that the objective function
is unbounded over the feasible region.

Although degeneracy occurs in almost every problem met in practice, it rarely causes any complications.
In fact, even without the perturbation analysis, the simplex method never has failed to solve a practical
problem, though problems that are highly degenerate with many basic variables at value zero frequently take
more computational time than other problems.

Applying this fundamental property to the phase | problem, we see that, if a problem is feasible, the
simplex method finds a basic feasible solution. Since these solutions correspond to corner or extreme points
of the feasible region, we have the
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Fundamental Property of Linear Equations. If a set of linear equations in nonnegative variables is
feasible, then there is an extreme-point solution to the equations.

2.5 TRANSITION FROM PHASE | TO PHASE I

We have seen that, if an artificial variable is positive at the end of phase I, then the original problem has no
feasible solution. On the other hand, if all artificial variables are nonbasic at value zero at the end of phase
I, then a basic feasible solution has been found to initiate the original optimization problem. Section 2.4
furnishes an example of this case. Suppose, though, that when phase | terminates, all artificial variables are
zero, but that some artificial variable remains in the basis. The following example illustrates this possibility.

Problem. Find a canonical form foks, X2, and x3 by solving the phase | problenx4, xs, and xg are
artificial variables):

Maximizew = —X4 — X5 — Xg,
subject to:
X1 — 2X2 + X4 =2,
X1 — 3X2 — X3 + Xs =1,
X1 — Xo+ axs + Xg = 3,
Xj >0 (j=12,...,6).

To illustrate the various terminal conditions, the coefficientis unspecified in the third constraint. Later
it will be set to either O or 1. In either case, the pivoting sequence will be the same and we shall merely carry
the coefficient symbolically.

Putting the problem in canonical form by eliminatimg, xs, andxs from the objective function, the
simplex solution to the phase | problem is given in Tableaus 1 through 3.

Tableau 1
Basic Current
variables values X4 X, X3 X4 X5 X
X4 2 1 -2 0 1
4 x5 1 @®| -3 ~1 1
X 3 1 =] a 1
(—w) +6 +3 -6 (a—1)
i)
Tableau 2
Basic Current
variables values b X, X3 Xy X5 X
o Xy 1 @ 1 1 =1
Xy 1 1 -3 —1 1
Xe 2 2 a+1 -1 1
(—w) +3 +3 a+ 2 -3

Fora = 0 or 1, phase | is complete sinCe = a — 1 < 0, but with xg still part of the basis. Note that
in Tableau 2, eitheky or xg could be dropped from the basis. We have arbitrarily selexfedA similar
argument would apply ks were chosen.)
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Tableau 3
Basic Current
variables values X Xy X3 X4 Xz X¢
X5 1 1 1 1 -1
Xi 4 1 2 3 -2
X 0 a— 1 -2 1 1
(—w) 0 a—1 -3 0

First, assuma = 0. Then we can introduce; into the basis in place of the artificial variablg pivoting
on the coefficiena — 1 or x3 in the third constraint, giving Tableau 4.

Tableau 4
Basic Current
variables values X4 X, X3 X4 Xs X6
X, 1 1 -1 0 1
X4 4 1 —1 0 2
X3 0 1 2 -1 -1
(—w) 0 —1 —1 —1

Note that we have pivoted on a negative coefficient here. Since the righthand-side element of the third
equation is zero, dividing by a negative pivot element will not make the resulting righthand-side coefficient
negative. Droppings, Xs, andxg, we obtain the desired canonical form. Note tkaits now set to zero and
is nonbasic.

Next, suppose that = 1. The coefficienta— 1) in Tableau 3 is zero, so we cannot pixgtinto the basis
as above. In this case, however, dropping artificial variakjesndxs from the system, the third constraint
of Tableau 3 readgs = 0. Consequently, even though is a basic variable, in the canonical form for the
original problem it will always remain at value zero during phase Il. Thus, throughout phase Il, a feasible
solution to the original problem will be maintained as required. When more than one artificial variable is in
the optimal basis for phase |, these techniques can be applied to each variable.

For the general problem, the transition rule from phase | to phase Il can be stated as:

Phase I-Phase Il Transition Rule. Suppose that artificial variabbg is theith basic variable at the
end of Phase | (at value zero). |z{ be the coefficient of the nonartificial variablgin thei th constraint
of the final tableau. If somajj # 0, then pivot on any sudhj, introducingx; into the basis in place of
xi. If all &jj = 0, then maintairx; in the basis throughout phase Il by including theconstraint, which
readsx; = 0.

As afinal note, observe that if &l; = 0 above, then constraints a redundant constraint in the original
system, for, by adding multiples of the other equation to constraus pivoting, we have produced the
equation (ignoring artificial variables):

OX1 +0x2 +---+0xn =0.

For example, whea = 1 for the problem above, (constraint 3) = 2 times (constraint 1)—(constraint 2), and
is redundant.

Phase I-Phase Il Example

Maximizez = —3x; + X3,
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subject to:

X1+ X2+ X3+ X4 = 4,
—2X1 + X2 — X3 =1,
X2+ X3+ X4 =9,

Xj >0 (j=1,234).

Adding artificial variablescs, Xg, andxz, we first minimizexs 4+ X + X7 or, equivalently, maximize
w = —X5 — Xg — X7. The iterations are shown in Fig. 2:6The first tableau is the phase | problem statement.
Basic variablexs, Xg andx7 appear in the objective function and, to achieve the initial canonical form, we
must add the constraints to the objective function to eliminate these variables.
Tableaus 2 and 3 contain the phase | solution. Tableau 4 gives a feasible solution to the original problem.
Artificial variable x7 remains in the basis and is eliminated by pivoting on-tfiecoefficient forxs. This
pivot replacexz = 0 in the basis by, = 0, and gives a basis from the original variables to initiate phase II.
Tableaus 5 and 6 give the phase Il solution.

* Excel spreadsheet availablerdtp://web.mit.edu/15.053/www/Fig2.6_Pivoting.xls
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2.6 LINEAR PROGRAMS WITH BOUNDED VARIABLES

In most linear-programming applications, many of the constraints merely specify upper and lower bounds on
the decision variables. In adistribution problem, for example, variaglespresenting inventory levels might

be constrained by storage capacitigsand by predetermined safety stock levejsso that?; < xj < uj.

We are led then to consider linear programs veittunded variables

n
Maximizez = ) " cjx;,
=1
subject to:

n
dajxj=hb, (=12..m 3)
j=1

Grsxp<u, (=120, (@)

The lower boundd; may be—oo and/or the upper bounds; may be+oo, indicating respectively that
the decision variable; is unbounded from below or from above. Note that when &3ck- 0 and each
uj = +oo, this problem reduces to the linear-programming form that has been discussed up until now.

The bounded-variable problem can be solved by the simplex method as discussed thus far, by adding
slack variables to the upper-bound constraints and surplus variables to the lower-bound constraints, thereby
converting them to equalities. This approach handles the bounding constraints explicitly. In contrast, the
approach proposed in this section modifies the simplex method to consider the bounded-variable constraints
implicitly. Inthis new approach, pivoting calculations are computed only for the equality constraints (3) rather
than for the entire system (3) and (4). In many instances, this reduction in pivoting calculations will provide
substantial computational savings. As an extreme illustration, suppose that there is one equality constraint
and 1000 nonnegative variables with upper bounds. The simplex method will maintain 1001 constraints in
the tableau, whereas the new procedure maintains only the single equality constraint.

We achieve these savings by using a canonical form with one basic variable isolated in each of the equality
constraints, as in the usual simplex method. However, basic feasible solutions now are determined by setting
nonbasic variables to either their lower or upper bound. This method for defining basic feasible solutions
extends our previous practice of setting nonbasic variables to their lower bounds of zero, and permits us to
assess optimality and generate improvement procedures much as before.

Suppose, for example, thet andx4 are nonbasic variables constrained by:

4 < xp <15
2<% <5
and that
zZ =4— 3%+ 34,
X2 = 4,
X4 =5,
in the current canonical form. In any feasible solutiag, > 4, so—;llxz < —1; also,x4 < 5, so that
3X4 < 3(5) = 23. Consequently,
Z=4— 3%+ 3x4 <4—1+25 =53

for any feasible solution. Since the current solution with= 4 andxs = 5 attains this upper bound, it

must be optimal. In general, the current canonical form represents the optimal solution whenever nonbasic
variables at their lower bounds have nonpositive objective coefficients, and nonbasic variables at their upper
bound have nonnegative objective coefficients.
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Bounded Variable Optimality Condition. In a maximization problem in canonical form, if every
nonbasic variable at its lower bound has a nonpositive objective coefficient, and every nonbasic variable
at its upper bound has a nonnegative objective coefficient, then the basic feasible solution given by that
canonical form maximizes the objective function over the feasible region.

Improving a nonoptimal solution becomes slightly more complicated than before. If the objective coef-
ficientT; of nonbasic variable; is positive andkj = £j, then we increasg;; if Cj < 0 andxj = uj, we
decrease;. In either case, the objective value is improving.

When changing the value of a nonbasic variable, we wish to maintain feasibility. As we have seen, for
problems with only nhonnegative variables, we have to test, via the ratio rule, to see when a basic variable first
becomes zero. Here we must consider the following contingencies:

i) the nonbasic variable being changed reaches its upper or lower bound; or
i) some basic variable reaches either its upper or lower bound.

In the first case, no pivoting is required. The nonbasic variable simply changes from its lower to upper
bound, or upper to lower bound, and remains nonbasic. In the second case, pivoting is used to remove the
basic variable reaching either its lower or upper bound from the basis.

These ideas can be implemented on a computer in a number of ways. For example, we can keep track of
the lower bounds throughout the algorithm; or every lower bound

Xj = €]

can be converted to zero by defining a new variable

i
Xj

and substitutingq/ + ¢; for x; everywhere throughout the model. Also, we can always redefine variables

so that every nonbasic variable is at its lower bound. xfjedienote the slack variable for the upper-bound
constraintxj < uj; thatis,

=Xj—£j >0,

Xj +Xj = uj.

Whenevek; is nonbasic at its upper boung, the slack variable; = 0. Consequently, substituting — X;
for xj in the model makex} nonbasic at value zero in place »f. If, subsequently in the algorithnx,}
becomes nonbasic at its upper bound, which is alsave can make the same substitution oy replacing
it with u; — x;, andx; will appear nonbasic at value zero. These transformations are usually referred to as
the upper-bounding substitution

The computational steps of the upper-bounding algorithm are very simple to describe if both of these
transformations are used. Since all nonbasic variables (eitlex;) are at value zero, we increase a variable
for maximization as in the usual simplex method if its objective coefficient is positive. We use the usual ratio
rule to determine at what valugfor the incoming variable, a basic variable first reaches zero. We also must
ensure that variables do not exceed their upper bounds. For example, when increasing nonbasicyariable
to valuet, in a constraint withx; basic, such as:

X1 — 2%Xs = 3,

we require that:

. up —3
X1=34+2t<up (thatlstf 12 )

We must perform such a check in every constraint in which the incoming variable has a negative coefficient;

thusxs < to where:
| uk — b
tzzmln[ k_ ! EiS<O],
|

—djs
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anduy is the upper bound for the basic variakign thei th constraintb; is the current value for this variable,
anda;js are the constraint coefficients for variable This test might be called thegper-bounding ratio test
Note that, in contrast to the usual ratio test, the upper-bounding ratio uses negative coeffigientfor
the nonbasic variabbe; being increased.

In general, the incoming variable (or xJ) is set to:

Xs = min {Us, t1, to}.
If the minimum is

i) us, then the upper bounding substitution is madexpfor x);
i) t1, then a usual simplex pivot is made to introdugento the basis;

iii) t2, then the upper bounding substitution is made for the basic varialpte x, ) reaching its upper bound
andxs is introduced into the basis in placexjf (or x) by a usual simplex pivot.

The procedure isillustrated in Fig. 2.7. Tableau 1 contains the problem formulation, which is in canonical
form with X1, X2, X3, andx4 as basic variables ang andxg as nonbasic variables at value zero. In the first
iteration, variablexs increases, reaches its upper bound, and the upper bounding substfutiot — xs
is made. Note that, after making this substitution, the variableas coefficients opposite in sign from the
coefficients ofks. Also, in going from Tableau 1 to Tableau 2, we have updated the current value of the basic
variables by multiplying the upper bound xf, in this casaus = 1, by the coefficients oks and moving
these constants to the righthand side of the equations.

In Tableau 2, variablgg increases, basic variablg reaches zero, and a usual simplex pivot is performed.
After the pivot, it is attractive to increasg in Tableau 3. A increases basic varialig reaches its upper
bound atx4 = 5 and the upper-bounding substitutixjp= 5— x4 is made. Variable; is isolated as the basic
variable in the fourth constraint in Tableau 4 (by multiplying the constraint byafter the upper-bounding
substitution); variable then enters the basis in placexdf Finally, the solution in Tableau 5 is optimal,
since the objective coefficients are nonpositive for the nonbasic variables, each at value zero.
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Solving Linear Programs

EXERCISES
1. Given:
X1 + 24 = 8,
X2 + 3x3 = 6,
X3+ 8x4 = 24
-z +10x4 = —32,

3.

X1>0, x>0, x3>0, x4>0.

a) What is the optimal solution of this problem?
b) Change the coefficient ad; in the z-equation to—3. What is the optimal solution now?
c) Change the signs on ad} coefficients to be negative. What is the optimal solution now?

. Consider the linear program:
Maximizez = I+ X3 — 2X5 — Xg,
subject to:
5x2 +50x3 + X4 + Xs = 10,
X1 — 15x2 + 2X3 = 2,
X2+ X3 + Xs+Xg = 6,

x>0 (j=12....6).

a) Find an initial basic feasible solution, specify values of the decision variables, and tell which are basic.

b) Transform the system of equations to the canonical form for carrying out the simplex routine.

¢) Is your initial basic feasible solution optimal? Why?

d) How would you select a column in which to pivot in carrying out the simplex algorithm?

e) Having chosen a pivot column, now select a row in which to pivot and describe the selection rule. How does this
rule guarantee that the new basic solution is feasible? Is it possible that no row meets the criterion of your rule?
If this happens, what does this indicate about the original problem?

f) Without carrying out the pivot operation, compute the new basic feasible solution.

g) Perform the pivot operation indicated by (d) and (e) and check your answer to (f). Substitute your basic feasible
solution in the original equations as an additional check.

h) Is your solution optimal now? Why?

a) Reduce the following system to canonical form. Identify slack, surplus, and artificial variables.

21+ X2 < 4 D

X1 +4x = 2 2

51 +9% = 8 3

X1+ X2 = 0 %

2X1+ X2 > —3 )]

—3X1— X2 < =2 (6

3x1 +2x2 < 10 @)

X1 >0, X2 > 0.

b) Formulate phase | objective functions for the following systems wiitht 0 andx, > 0O:
i) expressions 2 and 3 above.
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if) expressions 1 and 7 above.
iii) expressions 4 and 5 above.

4. Consider the linear program

Maximizez= Xxq,
subject to:
X1+X2 < 8§
X1 > 0, X2 >0

a) State the above in canonical form.
b) Solve by the simplex method.
¢) Solve geometrically and also trace the simplex procedure steps graphically.

d) Suppose that the objective function is changeritox; + cxp. Graphically determine the valuesofor which
the solution found in parts (b) and (c) remains optimal.

e) Graphically determine the shadow price corresponding to the third constraint.

5. The bartender of your local pub has asked you to assist him in finding the combination of mixed drinks that will
maximize his revenue. He has the following bottles available:

1 quart (32 0z.) Old Cambridge (a fine whiskey—cost $8/quart)
1 quart Joy Juice (another fine whiskey—cost $10/quart)

1 quart Ma’s Wicked Vermouth ($10/quart)

2 quarts Gil-boy’s Gin ($6/quart)

Since he is new to the business, his knowledge is limited to the following drinks:

Whiskey Sour 2 oz. whiskey Price $1

Manhattan 2 0z. whiskey $2
1 oz. vermouth

Martini 2 0z. gin $2
1 oz. vermouth

Pub Special 2 0z. gin $3

2 0z. whiskey

Use the simplex method to maximize the bar’s profit. (Is the cost of the liquor relevant in this formulation?)

6. A company makes three lines of tires. Its four-ply biased tires produce $6 in profit per tire, its fiberglass belted line
$4 atire, and its radials $8 a tire. Each type of tire passes through three manufacturing stages as a part of the entire
production process.

Each of the three process centers has the following hours of available production time per day:

Process Hours
1 Molding 12
2 Curing 9
3 Assembly 16

The time required in each process to produce one hundred tires of each line is as follows:
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Solving Linear Programs

Hours per 100 units
Tire Molding | Curing Assembly
Four-ply 2 3 2
Fiberglass 2 2 1
Radial 2 1 3

Determine the optimum product mix for each day’s production, assuming all tires are sold.

. An electronics firm manufactures printed circuit boards and specialized electronics devices. Final assembly oper-

ations are completed by a small group of trained workers who labor simultaneously on the products. Because of
limited space available in the plant, no more then ten assemblers can be employed. The standard operating budget
in this functional department allows a maximum of $9000 per month as salaries for the workers.

The existing wage structure in the community requires that workers with two or more years of experience receive
$1000 per month, while recent trade-school graduates will work for only $800. Previous studies have shown that
experienced assemblers produce $2000 in “value added" per month while new-hires add only $1800. In order to
maximize the value added by the group, how many persons from each group should be employed? Solve graphically
and by the simplex method.

. The processing division of the Sunrise Breakfast Company must produce one ton (2000 pounds) of breakfast flakes

per day to meet the demand for its Sugar Sweets cereal. Cost per pound of the three ingredients is:

Ingredient A $4 per pound
IngredientB  $3 per pound
Ingredient C  $2 per pound

Government regulations require that the mix contain at least 10% ingredient A and 20% ingredient B. Use of
more than 800 pounds per ton of ingredient C produces an unacceptable taste.

Determine the minimum-cost mixture that satisfies the daily demand for Sugar Sweets. Can the bounded-
variable simplex method be used to solve this problem?

. Solve the following problem using the two phases of the simplex method:

Maximizez = 2x1 + X2 + X3,

subject to:
2X1 43X — X3 < 9,
2X2 + X3 > 4,
X1 + X3 = 6,
X1 >0, X2 > 0, X3>0
Is the optimal solution unique?
Consider the linear program:
Maximizez = —3x3 + 6X»,
subject to:
5X1 + 7X2 < 35,
X1 > 0, X2 >0
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a) Solve this problem by the simplex method. Are there alternative optimal solutions? How can this be determined
at the final simplex iteration?
b) Solve the problem graphically to verify your answer to part (a).

11. Solve the following problem using the simplex method:

Minimize z = X1 — 2X2 — 4X3 + 2X4,
subject to:
—2X1+ Xo+8Xz3+ Xq < 12

X1>0, x>0, x3>0, x3=>0.

12. a) Setupalinear program that will determine a feasible solution to the following system of equations and inequalities
if one exists.Do not solvehe linear program.

|
o

X1 —6X2+ Xz3— X4
—2X2+2X3 — 3X4 = 3,
3x1 —2X3 +4xq4 = —1,

X1 >0, X3 >0, X4 > 0.
b) Formulate a phase | linear program to find a feasible solution to the system:

3X1+2X0 — X3 <
—X1— Xo+2X3 < —1,

Show, from the phase | objective function, that the system contains no feasible solution (no pivoting calculations
are required).

13. The tableau given below corresponds to a maximization problem in decision vakable®(j = 1,2, ..., 5):
Basic Current
variables values X1 X2 X3 | X4 | Xs
X3 4 -1 a 1
X4 1 a -4 1
Xg5 b as 3 1
(-2 -10 c | -2

State conditions on all five unknowas, az, as, b, andc, such that the following statements are true.

a) The current solution is optimal. There are multiple optimal solutions.

b) The problem is unbounded.

¢) The problem is infeasible.

d) The current solution is not optimal (assume that 0). Indicate the variable that enters the basis, the variable
that leaves the basis, and what the total change in profit would be for one iteration of the simplex method for all
values of the unknowns that are not optimal.
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14.

15.

16.

17.

Solving Linear Programs

Consider the linear program:

Maximizez = axy + 2x2 + X3 — 4Xa,

subject to:
X1+ X2 — X4 =442A (2)
2X1 — Xo+3X3—2X4 = 54+ 7A (2)
X1 >0, Xo > 0, x3 >0, X4 > 0,

wherex and A are viewed as parameters.

a) Form two new constraints as)* (1) + (2) and (2) = —2(1)+ (2). Solve forx; andx, from (1) and (2), and
substitute their values in the objective function. Use these transformations to express the problem in canonical
form with x; andx, as basic variables.

b) AssumeA = 0 (constant). For what values @farex; andx, optimal basic variabletn the problem?

¢) Assumex = 3. For what values oA dox; andx, form an optimal basic feasible solution?

Let
(—w) + diXg + doXo + - - + OnXm =0 ()

be the phase | objective function when phase | terminates for maximizirigjscuss the following two procedures

for making the phase | to Il transition when an artificial variable remains in the basis at value zero. Show, using
either procedure, that every basic solution determined during phase Il will be feasible fanighmal problem
formulation.

a) Multiply each coefficient in«) by —1. Initiate phase Il with the original objective function, but maintaihig
the tableau as a new constraint with)(as the basic variable.

b) Eliminate ) from the tableau and at the same time eliminate from the problem any vaxiallgh d; < 0.
Any artificial variable in the optimal phase | basis is now treated as though it were a variable from the original
problem.

In our discussion of reduction to canonical form, we have replaced variables unconstrained in sign by the difference
between two nonnegative variables. This exercise considers an alternative transformation that does not introduce as
many new variables, and also a simplex-like procedure for treating free variables directly without any substitutions.
For concreteness, suppose tiiat yo, andys are the only unconstrained variables in a linear program.

a) Substitute for,, y2, andys in the model by:

Y1 = X1 — Xo,
Y2 = X2 — Xo,
Y3 = X3 — Xo,

with xo > 0, X1 > 0, X2 > 0, andxsz > 0. Show that the models are equivalent before and after these
substitutions.

b) Apply the simplex method directly witky, y», andys. When are these variables introduced into the basis
at positive levels? At negative levels? yf is basic, will it ever be removed from the basis? Is the equation
containingy; as a basic variable used in the ratio test? Would the simplex method be altered in any other way?

Apply the phase | simplex method to find a feasible solution to the problem:
X1 — 2X2 + X3 = 2,
—X1—3X2+ Xz =1,
2X1 — 3Xo +4X3 = 7,

X1 >0, X2 > 0, X3 > 0.

Does the termination of phase | show that the system contains a redundant equation? How?
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18. Frequently, linear programs are formulated viitierval constraintof the form:
5<6x; — X2+ 3x3 < 8.
a) Show that this constraint is equivalent to the constraints
6X1 — X2 + 3X3 + X4 = 8,

0<x4 <3

b) Indicate how the generaiterval linear program
n
Maximizez = Z CjXj,
i=1
subject to:

n
b{izaijxj <b (=12....,m,
=1
Xj =0 (j=12,...,n),

can be formulated as a bounded-variable linear programmviglquality constraints.
19. a) What is the solution to the linear-programming problem:
Maximizez = c1X1 + CpX2 + - - - + CnXn,

subject to:
aixi + axxz + - - + anXn < b,

0 < xj < uj (j=212,...,n),

with bounded variables and one additional constraint? Assume that the cormgtaais anduj for j =

1,2,...,n,andb are all positive and that the problem has been formulated so that:
R
a @ an

b) What will be the steps of the simplex method for bounded variables when applied to this problem (in what order
do the variables enter and leave the basis)?

20. a) Graphically determine the steps of the simplex method for the problem:

Maximize 81 + 6Xo,

subject to:
3X1 4+ 2% < 28,
5X1 + 2% < 42,
X1 < 8
X2 < 8,
X1 >0, X2 >0

Indicate on the sketch the basic variables at each iteration of the simplex algorithm in terms of the given variables
and the slack variables for the four less-than-or-equal-to constraints.

b) Suppose that the bounded-variable simplex method is applied to this problem. Specify how the iterations in the
solution to part (&) correspond to the bounded-variable simplex method. Which variables; from and the
slack variable for the first two constraints, are basic at each iteration? Which nonbasic variables are at their upper
bounds?

c) Solve the problem algebraically, using the simplex algorithm for bounded variables.



