Size matters: why nanomaterials are different
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Gold is known as a shiny, yellow noble metal that does not tarnish, has a face centred cubic structure, is non-magnetic and melts at 1336 K. However, a small sample of the same gold is quite different, providing it is tiny enough: 10 nm particles absorb green light and thus appear red. The melting temperature decreases dramatically as the size goes down. Moreover, gold ceases to be noble, and 2–3 nm nanoparticles are excellent catalysts which also exhibit considerable magnetism. At this size they are still metallic, but smaller ones turn into insulators. Their equilibrium structure changes to icosahedral symmetry, or they are even hollow or planar, depending on size. The present tutorial review intends to explain the origin of this special behaviour of nanomaterials.

1. Introduction

We have long accepted that diamond and graphite are different allotropic forms of carbon which have distinctly different structures, bonding characteristics and therefore grossly different chemical and physical properties. However, only a little more than a decade ago new forms were discovered: fullerenes (C_{60}, C_{70}, and others) and carbon nanotubes which can be regarded as rolled-up graphite sheets of cylindrical shape with single or multiple layer walls, exhibiting amazing properties. We are thus getting used to the fact that carbon is not equal carbon. We might still want to think, though, that gold is gold, platinum is platinum and CdS is CdS, but we slowly have to get used to the fact that this is also not true and depends on size when the specimen is small enough. We have to learn that bonding in a small metal or semiconductor cluster is different from that in the bulk. We have to accept that an atom at the surface of a large hunk of material is different from an atom of the same element inside that hunk. Moreover, an atom at the smooth surface of a sizable single crystal is different from an atom at the surface of a small cluster of the same element. Furthermore, the properties of a surface atom of a small metal cluster depend on the type of support on which it sits or whether the cluster is doped with one or a few atoms of a different element.

Evidence for such effects has been available for some time, but only over the last one or two decades have the experimental methods become available which allow chemists to synthesize nanomaterials in a controlled and reproducible way and to investigate their properties by direct observation of individual clusters or by electrically contacting them using techniques like scanning tunnelling or atomic force microscopy. The availability of size as a new parameter that permits the tuning of chemical properties has tremendously extended the potential of chemistry. There is no doubt that this will be an exciting major focus in research of an entire generation that is leaving universities now.

There are basically two types of size-dependent effects: \(^1,2\) smoothly scalable ones which are related to the fraction of atoms at the surface, and quantum effects which show discontinuous behaviour due to completion of shells in systems with delocalised electrons.

2. Surface effects

2.1. The fraction of atoms at the surface

The surface of a sphere scales with the square of its radius \(r\), but its volume scales with \(r^3\). The total number of atoms \(N\) in this sphere scales linearly with volume. The fraction of atoms at the surface is called dispersion \(F\), and it scales with surface area divided by volume, i.e. with the inverse radius or diameter, and thus also with \(N^{-1/3}\). Basically the same relation holds for long cylinders of radius \(r\) and for thin plates of thickness \(d\). The size dependence of dispersion is illustrated in
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Fig. 1 for cubes of \( n \) atoms along an edge and a total of \( N = n^3 \) atoms, where the number of atoms at the surface is \( 6n \) corrected for double counts at the 12 edges and for reinstalling the 8 corners. For large \( N \) the edge and corner corrections become negligible, leading to the \( N^{-1/3} \) scaling:\(^1\)

\[
F = \frac{6n^2 - 12n + 8}{n^3} = \frac{6}{N^{1/3}} \left( 1 - \frac{2}{N^{1/3}} + \frac{8}{6N^{2/3}} \right) \approx \frac{6}{N^{1/3}} \quad (1)
\]

All properties which depend on the dispersion of a particle lead to a straight line when plotted against \( r^{-1} \), \( d^{-1} \), or \( N^{-1/3} \).

Atoms at the surface have fewer direct neighbours than atoms in the bulk. Therefore, particles with a large fraction of atoms at the surface have a low mean coordination number (which is the number of nearest neighbours). In fact, the dispersion and the mean coordination number \( <NN> \) obey the same scaling law and are equivalent measures of surface effects. The linearity of a plot of \( <NN> \) against \( N^{-1/3} \) is shown in Fig. 2 for small clusters of Mg atoms in various packing symmetries. In the limit of infinitely large clusters the line extrapolates to \( <NN> = 12 \), the coordination number of close packed spheres in the bulk:\(^1\)

### 2.2 Typical smoothly scaling properties due to surface effects

An example for the above \( N^{-1/3} \) scaling law is given by the calculated cohesive energy for magnesium clusters,\(^3\) which is the bond energy per atom, as shown in Fig. 3. Extrapolation yields a bulk binding energy per atom of 1.39(1) eV, which is close to the experimental value of 1.51 eV. It is plausible that the cohesive energy scales the same way as the coordination number, since each neighbouring atom forms one bond. It should be noted that the cohesive energy in Fig. 3 represents an average value. In reality, however, the atoms in the interior of the cluster are more highly coordinated, form more bonds and are therefore more stable than those at the cluster surface. For cubic crystals as those drawn in Fig. 1 the corner atoms are the least saturated ones, followed by the edge, the in-plane surface and then the atoms in the interior. For this reason, the corner atoms normally exhibit the highest affinity to form bonds to adsorbate molecules, followed by the edge and the in-plane surface atoms, a fact that is of utmost importance for the catalytic activity. Alternatively, because of their low stabilisation due to low coordination, edge and in particular corner atoms are often missing on single crystals even in thermodynamic equilibrium.

A further consequence of the lower stabilisation of atoms or molecules at the surface is the lower melting point of surface layers. Ice, for example, is covered by a liquid-like layer down to below \(-10\) °C. This, besides the pressure exerted by the weight of the skater on the sharp edge of his skates, is another factor that facilitates skating. Furthermore, this has been known since 1871 when W. Thomson\(^4\) described that the
melting point scales inversely with the radius of a particle according to eqn (2),

\[
\frac{T_m - T_m^*}{T_m} = \frac{\Delta T_m}{\Delta H_m r} = \frac{-2V_m(t)\gamma_{sl}}{\Delta H_m r}
\] 

which is known today as the Gibbs–Thomson equation. In this equation \(T_m\) is the melting point of the cluster with radius \(r\), \(T_m^*\) that of the bulk, \(V_m(t)\) the molar volume of the liquid, \(\gamma_{sl}\) the interfacial tension between the solid and the liquid surface layer, and \(\Delta H_m\) the bulk latent heat of melting. This behaviour is illustrated in Fig. 4 for indium confined in controlled-pore glass and in Vycor of various pore diameters. In agreement with eqn. (2) the melting point plotted against the inverse pore diameter gives a straight line that extrapolates to the bulk melting point. The melting endotherms show a behaviour that is very characteristic for nanomaterials: The sharp peak at 430 K represents melting of bulk indium between the grains. It is clearly seen that there is a second peak which shifts to lower temperatures as the pore diameter decreases. It belongs to indium inside the pores. Furthermore it broadens, which is another characteristic of small particles. Since the pore size is well defined this broadening cannot be ascribed to a pore-size distribution. Rather, it reflects that melting is a cooperative phenomenon which is not well defined for a small number of members of the ensemble. A sharp melting point is only obtained in the thermodynamic limit of an infinite number of particles.

As a second example: the melting point of 2.5 nm gold particles was reported to be about 930 K, much lower than its bulk value of 1336 K but revising an even lower value from an earlier determination.

The average latent heat of melting shows a size-scaling behaviour similar to that of the melting point, and some experiments have also determined a significant size dependence of the interfacial tension.

It should be noted that also the critical point of pore-confined matter shifts to lower temperatures. Condensation of a fluid to a liquid state requires stabilising interaction with a sufficient number of neighbours. However, the maximum coordination number in pores is limited due to spatial constraints, providing lower stabilisation, a fact that has to be compensated by a lower phase transition temperature.

2.3 Break-down of thermodynamics

Phase transitions are collective phenomena. With a lower number of atoms in a cluster a phase transition is less well defined, it is therefore no longer sharp. Small clusters behave more like molecules than as bulk matter. Rather than of phases it may be more useful to think of different structural isomers which coexist over a range of temperatures.10

Fig. 4  Left: Background-subtracted differential scanning calorimetry melting endotherms for indium confined in controlled-pore glass (a–c) and in Vycor samples (d) with different pore diameters. Note that the melting feature of the pore-confined material moves to lower temperatures and broadens as the pores get narrower. Right: Melting temperature as a function of pore diameter and inverse diameter. The broken line represents the bulk melting point (Reprinted with permission from ref. 5. Copyright (1993) by the American Physical Society.)
example, part of a cluster may look frozen since its atoms do not exchange, while another part exhibits liquid-like dynamic behaviour. At a given temperature, the solid-like regime may fluctuate in position and in size. When phases are no longer well defined the Gibbs phase rule loses its meaning.\(^{10}\)

In narrow pores the conventional fluid-liquid critical point may shift to very low temperature, it may even vanish. However, new phases may appear which are characterised by discrete chemical potentials and separated by so-called layering transitions.\(^{11}\)

Particular phenomena that can occur with isolated clusters are negative heat capacities.\(^{12}\) This means that the temperature of a cluster drops over a certain range when it is heated. It is understood in the following way: temperature relates to kinetic energy, heat capacity to total energy; thus, temperature drops when a fraction of kinetic energy is converted to potential energy. For example, when more and more energy is deposited on an isolated \(S_8\) ring this corresponds to heating and is seen by higher amplitudes of vibrational and rotational motion. At some point, sufficient energy may be localised in a single bond so that this bond breaks, converting a hot \(S_8\) ring into a colder linear \(S_8\) chain. This also means that temperature fluctuates at constant energy and is no longer well defined for small isolated species. It may impose a principal limit to certain applications of nanotechnology.\(^{13}\)

3. Quantum confinement effects in materials with delocalised electron states

3.1. The density of states

Atoms have their well known atomic orbitals. Depending on the extent of overlap in a solid they remain mostly unperturbed, as in noble gases, or they combine to extended band structures, as in metals or semiconductors. The core orbitals are confined to a relatively small volume and remain localised (atom-like). Each of \(N\) atoms contributes with its atomic states to a band so that, although the width of a band increases slightly when more atoms are added, the density of states (DOS) within a band is basically proportional to the number of atoms of an ensemble with an extended band-like state. The band width amounts typically to a few eV. Thus, the DOS is on the order of \(N\) per eV, which is very large for a bulk amount of matter (\(N \approx\) Avogadro’s number, \(N_A\)) but low for small clusters.

The DOS basically scales smoothly with size, but with a scaling law that is different from that found from surface effects. It is described to a first approximation by the ‘particle in a box’ model in which the size of the box is given by the size of the particle. Discontinuities come in when the states are populated with electrons: for highly symmetric systems there are degenerate states, and when one of these is filled the next electron has to go into the next state of higher energy. These discontinuities are often somewhat blurred since the symmetry is normally lowered when an additional atom is added to a highly symmetric system. Thus, the discontinuities are typically superimposed on a smooth size-dependent slope, as will be detailed in Section 3.3.

An important threshold is reached when the gap between the highest occupied and the lowest unoccupied state (called the Kubo gap \(\delta\)) equals thermal energy.\(^{14}\) When electrons get thermally excited across the Kubo gap, a low temperature insulator becomes a semiconductor and at higher temperatures a metal; and also magnetic properties of small clusters can change dramatically. This non-metal-to-metal transition can take place within a single incompletely filled band, or when two bands begin to overlap because of band broadening. The development of the DOS with cluster size is illustrated in Fig. 5.

![Diagram](image)

**Fig. 5** Evolution of the band gap and the density of states as the number of atoms in a system increases (from right to left). \(\delta\) is the so-called Kubo gap. (Redrawn with permission from ref. 14.)
Chemists may prefer to think of small clusters as molecules. Instead of bands they talk of delocalised molecular orbitals, and the Kubo gap becomes the HOMO–LUMO gap. In such a view it is obvious that high cluster symmetry leads to correspondingly degenerate molecular orbitals.\(^1\) Incompletely filled degenerate HOMO lead to magnetism, but often also to symmetry lowering by Jahn–Teller distortion.

### 3.2. Examples of delocalised clusters

Two interesting delocalised systems of high symmetry are those of \(C_{60}\) fullerene and \(Au_{32}\) gold (Fig. 6). Both are cage-like hollow clusters.\(^{15}\) \(Au_{32}\) has been predicted from high level quantum chemical calculations, and its hollow structure was ascribed to the relativistic character of its electrons. For the same reason \(Au_{N^-}\) clusters up to probably \(N = 13\) are planar,\(^{16}\) in contrast to most other elements which form icosahedral or cuboctahedral minimum energy structures. \(C_{60}\) is meanwhile well known both from experiment and theory. As a consequence of its icosahedral symmetry its HOMO is five-fold degenerate. Since it is fully occupied by 10 electrons it is not prone to Jahn–Teller distortion.

The size dependence of the HOMO–LUMO band gap introduced in Fig. 5 is best seen in the luminescence properties of semiconductor nanoparticles.\(^{17}\) It is illustrated in Fig. 7a for the fluorescence of colloidal CdSe–CdS core–shell nanoparticles. By adjusting the particle size the fluorescence can be tuned between blue for particles of \(1.7\) nm diameter and red at \(6\) nm.\(^{18}\) A similar size effect but shifted to higher energy relative to fluorescence applies to the absorbed light. The difference in wavelengths between absorption and fluorescence occurs because after absorption the system relaxes to adapt to the new charge distribution, initiated by creation of the electron–hole pair that is also called exciton.

The size dependence is shown schematically in Fig. 7b where the valence and conduction bands are drawn inside a circle that represents particle size. It is analogous to the well-known shift of colour of conjugated polyenes with increasing chain length. It can be understood on the basis of the fundamental model of electrons confined in a spherical square well potential (‘particles in a box’).\(^{19}\) It should be noted that already at a size of a few nanometers a system contains several hundred atoms so that discontinuities are no longer observed and the wavelength shift with size appears smooth. It is nevertheless a quantum effect since it is governed by the nature of standing waves of a confined system rather than by the fraction of atoms at the surface.

Colloidal gold nanoparticles were already well known in the middle ages. They were used as dyes in stained glass windows of cathedrals and palaces. \(10\) nm particles absorb green light and thus appear red, smaller ones would even fluoresce. In contrast to the above semiconductor particles this absorption of metallic particles is due to surface plasmons, a collective excitation of electrons near the surface that represents standing waves on a surface. Their interaction with light is well described by Mie theory.\(^{20}\) Surface plasmons obey somewhat complex rules, and their wavelength in some cases increases and in others decreases with size.\(^{20}\)

#### 3.3 The concept of pseudo-atoms

Because of the quantised states of electrons and holes these nanocrystallites are often called quantum dots, pseudo-atoms or superatoms. The core–shell structure serves to control the potential that confines the electrons and determines the lifetime of excited states. Applications range from light emitting diodes (LEDs) and novel solid state lasers to potential future devices for quantum electronics\(^{21}\) and quantum information processing (quantum computing).

Experimental and theoretical support for the pseudo-atom character of small metal clusters comes from properties such as ionisation potentials and electron affinities which reveal shell structures akin to those of conventional elements. Two examples are given to illustrate this behaviour: Fig. 8 compares the electron affinities of gold clusters \(Au_N\) \((1 \leq N \leq 70)\) with those of the elements as a function of their atomic number \(Z\). The analogy of the periodicity due to their shell structures is obvious. Fig. 9 derives a periodic table for sodium clusters and the analogy of the periodicity due to their shell structures is obvious.
puts it in contrast to our conventional periodic table. Both figures give evidence of completed shells at 8, 20, and 34 electrons. Obviously, sodium and gold both contribute with one valence electron per atom to the delocalised state. The positive core with all remaining electrons is not treated explicitly in this model. It is replaced by a phenomenological confining potential which is often assumed to be a rounded square well. The radial dependence of this potential with spatially distributed cores is quite different from the Coulomb potential of real atoms with a single core. This has the consequence that the conventional constraint $\ell \leq n$ of the number of states with orbital moment $\ell$ in relation to the principal quantum number $n$ no longer applies so that $n = 1$ permits also 1p, 1d and states of higher $\ell$ of the pseudo-atom.

An example of a superatom is AlPb$_{12}^+$ where 12 lead atoms are placed in a perfectly icosahedral shell around a core Al atom. The 50 valence electrons occupy molecular orbitals which are delocalised over the cluster and remind very much of conventional hydrogen-like atomic orbitals (Fig. 10). Starting from the bottom we recognize the familiar shapes of s-, p- and d-orbitals even though they appear a bit dented because they have to accommodate the atomic cores.

An instructive example of a composite superatom is the magic aluminium cluster anion Al$_{13}^-$, which has 40 valence electrons and forms a closed 2p shell. While the neutral Al$_{13}$ open shell cluster has a distorted icosahedral structure the closed shell ground state of the anion is calculated to be of almost perfect icosahedral symmetry. It is a halogen-like superatom and can form a molecular ion with an iodine atom, Al$_{13}$I$^-$, which has an Al$_{13}$–I bond dissociation energy of 2.46 eV, and the remarkable finding is that the negative charge remains on the aluminium cluster.

It is a fantastic perspective for young scientists to have pseudo-atoms available that are best regarded as new elements which can be combined with others, leading to a completely new chemistry.

3.4 Nonmagnetic elements going magnetic

While enhanced magnetism in clusters of elements that are ferromagnetic as bulk solids such as iron, cobalt or nickel is well known and has been demonstrated in Stern–Gerlach deflection experiments, theoretical studies predicted high spin ground states for clusters of up to 13 atoms also of Pd and Pt, i.e. of elements which are not magnetic in the bulk. Nanoparticles comprising several hundred atoms of Au, Pd and Pt embedded in a polymer revealed magnetic moments corresponding to several unpaired electron spins per entire particle. Recently, magnetization measurements of well characterized monodisperse Pt clusters consisting of 13 ± 2 atoms in a zeolite confirmed the predicted extraordinary
magnetic polarisation with up to 8 unpaired electrons on a cluster, corresponding to a magnetic moment of 0.65 μB per atom (Fig. 11).

The magnetization is partly quenched by hydrogen chemisorption, because each adsorbed hydrogen atom binds one of the unpaired electrons. Fig. 12 gives a schematic view of the situation: Bulk Pt metal has an incompletely filled d-band corresponding to a 5d6s1 electronic configuration and a Fermi level of 6.10 eV. In the Pt13 cluster the Fermi level rises considerably because of the shorter interatomic distances and concomitant higher orbital overlap. Density functional calculations of the discrete energy level diagram predict near-degenerate frontier orbitals with 8 unpaired electrons. The levels of atomic hydrogen come in at much lower energy, leading to extensive electron transfer under formation of Pt13Hx (x ≲ 30) hydrides. Each surface H takes one electron out of the frontier orbital so that the magnetization should be expected to be zero for Pt13Hx, then increase and decrease again for each set of degenerate orbitals which is depleted. This should lead to an oscillating magnetization as a function of decreasing hydrogen coverage, a prediction that awaits experimental verification.

Such studies provide insight into the electronic and magnetic structure of clusters and are fundamental for an understanding of how magnetism develops in non-magnetic elements. Again, clusters may have to be regarded as pseudo-atoms, with the important difference that the cluster orbital momentum should be expected to be much larger than for atoms, because it scales with the square of the radius. It is quite likely that the orbital momentum has important implications for the magnetic character of the cluster.

3.5 Catalysis at the surface of small particles

Small transition metal clusters exhibit strong variations as a function of size not only in their physical and electronic properties but also in their chemical behaviour as catalysts. Obviously, the ability to accept or donate charge plays a key role in catalysis.
role. As shown in Fig. 8, the electron affinity of gold clusters changes by ca. 2 eV as a function of the cluster size. This holds also for the ionisation potential, and it may even be more pronounced for other elements. For example, for platinum it varies between its value of 9.0 eV for a single atom and the work function of the bulk metal which amounts to 5.3 eV. This demonstrates that chemical properties can be tuned over a very large range by variation of the cluster size. This variation is not smooth since it reflects both the geometric and delocalised electronic shell structures of the cluster. Often, a pronounced odd–even effect is observed, as seen in Fig. 8. This is ascribed to the filling of subsequent orbitals with a single or with two paired electrons.

An example which demonstrates that pronounced oscillations are found in the catalytic activity is shown in Fig. 13 for the decomposition reaction of N2O on PtN clusters (1 ≤ N ≤ 24). Of the cationic clusters, PtN+, N = 6–9, 11, 12, 15, and 20 are very reactive, while N = 10, 13, 14, 19, and 21–24 show very little reactivity. The reactivity of anionic clusters is clearly lower and the size dependence is considerably different.

Gold is extremely noble and does not tarnish. This is not only the reason for its popular application for jewellery but also for its inactivity as a catalyst. However, in the early 90’s, Haruta et al. discovered that small gold particles have excellent catalytic properties. Since then, nanogold has become a subject of high interest for fundamental investigations and has already found first practical applications in catalysis, for example as ‘odour eaters’ in bathrooms or for the low-temperature oxidation of CO to CO2.

It is well known that the catalytic activity of transition metal nanoparticles depends on the support on which they are dispersed. The interface between the metal and the semiconducting or insulating support can be regarded as a Schottky contact which is polarised due to partial charge transfer between the metal and the support. Defect states in the support and in particular near its surface may play an important role for this charge transfer. For large particles, the effect of polarisation is minute because the Fermi level of the metal is almost unchanged and the partial charges remain located near the interface, remote from the adsorption site of the reactants. For small particles, however, any polarisation changes the bond to the adsorbate significantly. This has also been shown for the Au8 cluster on a single crystal MgO support. The gold clusters are bound strongly on negatively charged F centre vacancies, and there is a charge transfer of ca. 0.5 e from the vacancy into the cluster. This anchors and localises them at the defect site, preventing their agglomeration and concomitant deactivation. It is interesting also that there is a minimum of 8 Au or 15 Pt atoms in the particle for efficient catalysis of CO oxidation to CO2.

Early investigations of molecular oxygen adsorption on free gold clusters occurred only for even-numbered anionic clusters (Au2n, 2 ≤ n ≤ 10), and the reactivity correlated with the size-dependent pattern of the neutral gold clusters. This demonstrates that charging is essential, and it suggests that the neutral gold clusters deposited on MgO act as mediators of electron transfer from the surface to the adsorbed substrate.

It is often believed that decrease of specific catalytic surface area is the only consequence of particle agglomeration. Such views neglect any quantum size effects. Indeed, it has recently been demonstrated that peak potentials in cyclic voltammetry for CO oxidation on carbon supported Pt nanoparticles depend on the average particle size, which is a clear proof that it is not only the surface area but the electrochemical potential which changes. The peak potential begins to shift away from its value observed for bulk polycrystalline Pt foils as the particle size decreases below ca. 4 nm (Fig. 14).

It has long been known and more recently been confirmed in high-level quantum chemical calculations that the turnover frequency of a heterogeneously catalysed reaction as a function of binding energy of the reactants onto the catalyst surface yields a volcano-shaped plot, as shown schematically in Fig. 15. The effect is explained as follows: at low binding energies the reactant is not adsorbed at all or not sufficiently perturbed towards the transition state of the reaction. At too high adsorption energies the product does not desorb, and the surface is blocked (‘poisoned’). The optimum activity is obtained with an intermediate adsorption energy which represents a compromise between a catalyst with a small

**Fig. 13** Absolute rate constants for the reaction with N2O of cationic (squares) and anionic (open circles) PtN clusters. Some of the lowest values represent upper limits of the rate constant for unreactive cluster sizes. (Ref. 1, drawn using data from ref. 29 – Reprinted with permission of the PCCP Owner Societies.)

**Fig. 14** Potential of the surface oxide reduction peak Ea of glassy carbon-supported Pt nanoparticles as a function of particle size. (Ref. 1, prepared using data from ref. 33 – Reprinted with permission of the PCCP Owner Societies.)
activation barrier for the reaction which leads to a product blocked surface and a surface with low reactant coverage.\textsuperscript{34,35}

So far, this volcano plot has nothing to do with nanomaterials. However, since adsorption energies on the surface of small particles which have many edges and corners, the turnover frequency of a low-activity catalyst can be tuned towards the maximum of the volcano plot by reducing the particle size (arrow A in Fig. 15). This may be the reason for the much higher activity of nanogold as compared with bulk gold. It may also be the explanation for much less successful efforts to further increase the activity of platinum, which is already an excellent catalyst as a bulk metal. For a reaction that is very efficiently catalysed by a certain bulk material the nano-size-effect would shift the turnover frequency away from the maximum to lower values (arrow B in Fig. 15).

It was furthermore predicted that the adsorption energy of a 1:1 alloy catalyst particle AB is to a first approximation simply the average between the adsorption energies of the two individual components A and B.\textsuperscript{34} If A is located on one side and B on the other side of the volcano plot, the alloy AB may show close to the maximum turnover frequency (see Fig. 15). This offers a way for catalyst design by interpolation in the periodic table.

4. Summary

The main reasons why nanomaterials show properties so different from those of the bulk are:

\begin{itemize}
  \item \textit{Surface effects}: atoms at surfaces have fewer neighbours than atoms in the bulk. Because of this lower coordination and unsatisfied bonds, surface atoms are less stabilised than bulk atoms. The smaller a particle the larger the fraction of atoms at the surface, and the higher the average binding energy per atom. The surface-to-volume ratio scales with the inverse size, and therefore there are numerous properties which obey the same \textit{scaling law}. Among them are the melting and other \textit{phase transition temperatures}. Edge and corner atoms have an even lower coordination and bind foreign atoms and molecules more tightly.
\end{itemize}

The \textit{coordination number} is also limited in narrow pores. The solubility of salts in pore-confined water, the melting point and even the critical point of a fluid are therefore greatly reduced. Phase transitions are collective phenomena. With fewer atoms \textit{a phase transition is less well defined}, it is therefore no longer sharp. The Gibbs phase rule loses its meaning because phases and components are no longer properly distinguishable. Small clusters behave more like molecules than as bulk matter. It is therefore useful to think of different isomers which coexist over a temperature range rather than of different phases. There are numerous other \textit{concepts of thermodynamics which can break down}, in particular when the system of interest consists of a single isolated cluster with a small number of atoms.\textsuperscript{1}

\begin{itemize}
  \item \textit{Quantum size effects}: In metals and semiconductors the electronic wave functions of conduction electrons are delocalised over the entire particle. Electrons can therefore be described as ‘particles in a box’, and the densities of state and the energies of the particles depend crucially on the size of the box, which at first leads to a smooth size-dependence. However, when more atoms are added the shells are filled up, and discontinuities occur when a new shell at higher energy starts to be populated. Because of these discontinuities there is no simple scaling. Instead, one finds behaviour akin to that of atoms, with filled shells of extra stability. Therefore, such clusters are often called \textit{pseudo-atoms}. The HOMO–LUMO band gap of semiconductor particles and therefore their \textit{absorption and fluorescence wavelengths} become size dependent. \textit{Ionisation potentials} and \textit{electron affinities} are \textit{tuned} between the atomic values and the work function of the bulk material by variation of the cluster size. These same properties relate to the availability of electrons for forming bonds or getting involved in redox reactions. Therefore, the \textit{catalytic activity} and \textit{selectivity} become functions of size.

Quite often, the discontinuous behaviour of quantum size effects is superimposed on a smoothly scaling slope which also reflects the size of a quantised system. It may be difficult to distinguish it from the smoothly scaling surface effect.
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