A Monte Carlo Analysis of Error Associated With Two-Wavelength Algorithms for Retinal Oximetry
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PURPOSE. Two-wavelength algorithms aimed at the extrapolation of retinal vasculature optical properties are being used in the clinical setting. Although robust, this approach has some clear mathematical limitations. We have conducted an in-depth study of this methodology and report on the limits and benefit of this approach.

METHODS. We used a well-tested, voxel-based Monte Carlo model of light transfer into biological tissue combined with a seven-layer model of the human fundus to create reflectance maps of retina vessels at different oxygenation levels.

RESULTS. This study shows that the two-wavelength approach works remarkably well in the optimal scenario of known calibration arteries and veins. Errors as a result of choroidal pigmentation and discrepancies in vessel size can be minimized with numerical approaches. When the calibration process deviates largely from physiological values, the technique fails with large errors.

CONCLUSIONS. The two-wavelength approach is convenient, easy to implement, and suitable in studies where relative rather than absolute knowledge of retinal oximetry is necessary. A robust calibration step is paramount when using this approach.
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Accurate and reliable measurements of retinal vasculature hemoglobin oxygen saturation (SO2) can provide key insight into the pathophysiological status of the eye. Unusual saturation levels have been linked to different ocular diseases, including diabetic retinopathy, retinopathy of prematurity, photoreceptor degeneration, and visual loss.1-3 The course of treatment is often contingent on the stage of the disease.4,5 Recently retinal oximeters have been tested on healthy individuals6-10 and used to investigate diabetic retinopathy,11,12 glaucoma,13-17 ocular hyperten- sion,18 Eisenmenger syndrome,19 macular degeneration,20 retinitis pigmentosa,21 vein occlusions,22-25 and artery occlusions.24 Several authors are reporting high reproducibility in their oximetry measurements,10,25,26 yet most researchers agree that measurement values obtained with retinal oximetry must be considered as relative values and not absolute. As this technology enters the clinical realm it is paramount to accurately measure its strength and limitation.

Over the years many groups have turned to spectroscopic techniques to measure retinal SO2. An excellent review of these techniques is available here.27 To summarize briefly, Hickam et al.28 used a two-wavelength apparatus to measure retinal vein oxygen saturation in 1963. Two-wavelength systems exploit hemoglobin’s absorbance spectrum at one isosbestic point and at a wavelength different from the isosbestic point.29,30 Three-wavelength retinal oximeters were also proposed,31,32 taking into account the scattering of red blood cells in blood.33 Multispectral techniques were also utilized by several groups both with point measurements and imaging.34-36

In recent years, however, there has been a revival of the two-wavelength retinaximetry approach.37-39 These systems are generally developed utilizing a fundus camera combined with a scientific grade digital camera. The light illuminating the retina is either filtered before impinging on the eye or at the detector. Typical wavelengths combinations are 568/605 nm,30 570/600 nm,30 and 548/610 nm.39

It has been shown that the accuracy of retinal oximeters is affected by factors such as variations in vessel size,39,41-43 changes in total or heterogeneous distribution of pigmentation in the eye,39,42 and crosstalk with hemoglobin in the choroidal vasculature.32,43 Algorithms compensating for these factors have been proposed.29,39

In this study, we utilize a well-calibrated, voxel-based Monte Carlo model of light transport to analyze the error associated with two-wavelength algorithms under different scenarios. We investigate the accuracy of these algorithms for incorrect assumption of SO2 in the calibration step, for variations of vessel diameter, for variations in choroidal pigmentation, and for choroidal vessel crosstalk.

The two-wavelength algorithm as originally reported by Beach et al.39 and later by Hardarson et al.40 is based on the calculation of the optical density (OD) of the retina at two different wavelengths. By measuring the reflectance on the vessel (I) and next to the vessel (I0), the OD at each wavelength is calculated using Equation 1.
Monte Carlo Analysis of Two-Wavelength Algorithms

In this paper, we will explore this straightforward mathematical approach for the quantification of retinal oximetry using a Monte Carlo framework.

METHODS

Two-Wavelength \( \text{SO}_2 \) Algorithm

We start our analysis of the two-wavelength approach by making several simplifications. First, we assume that blood does not contain any scatterer but contains only hemoglobin and that the Beer-Lambert law\(^{49} \) can be applied to quantify the transmission of light through a sample. Second, we assume that no other absorber is present in the optical path aside from hemoglobin at various levels of oxygenation. Using tabulated data of human oxygenated and deoxygenated hemoglobin,\(^{49} \) we can then calculate transmittance values through samples of a predetermined size.

A blood sample of 100 \( \mu \text{m} \) length is selected first. The oxygen saturation of the blood is set first at 96\% and then at 54\%, mimicking reported values of retinal arterial and venous oxygenation, respectively. OD values at two wavelengths, 570 and 600 nm, are calculated for the two oxygenation levels. Using Equation 2, their respective ODR is also calculated, and finally \( a \) and \( k \) are calculated using Equation 4. This step mimics a perfect calibration scenario where all of the elements of the experiment are known.

Then \( \text{SO}_2 \) levels in the test vessel are allowed to change from 0\% to 98\% with a 1\% step. The vessel \( \text{SO}_2 \) is obtained using the previous values of \( a \) and \( k \) and Equation 2. The results of the calculated values are compared with the expected value of \( \text{SO}_2 \), Figure 1. Even in this oversimplified approach an error is produced, especially toward lower values of \( \text{SO}_2 \). At physiological relevant levels of \( \text{SO}_2 \) (40\% to 100\%), the error is a very low < 0.1 percentage points.

We now investigate the error resulting from faulty calibration assumptions. For this step we still rely on a simplified vessel of 100-\( \mu \text{m} \) diameter with no other absorber aside from hemoglobin, and the test vessel is set at 98\% \( \text{SO}_2 \). For calibration, a representative artery and vein are necessary (Equation 4). The representative arterial value from the literature (96\%) was used. In this test, the \( \text{SO}_2 \) of the calibration artery was varied from 90\% to 100\%. Figure 2b shows how a faulty calibration assumption impacts the calculated results of \( \text{SO}_2 \) for the test vessel. The further the calibration true value is from the assumption of 96\%, the higher is the error. The same process is followed for a faulty assumption of calibration vein \( \text{SO}_2 \), with the test vessel in this case being a vein at 58\% \( \text{SO}_2 \). The assumed value for calibration is 54\% (Equation 2), whereas the true value of the calibration vessel is varied between 40\% and 60\%.

\[ \text{OD}_i = \log(I_0/I) \] (1)

The OD ratio (ODR) is defined as the ratio of the ODs at two different wavelengths (Equation 2).

\[ \text{ODR} = \frac{\text{OD}_{\lambda_2}}{\text{OD}_{\lambda_1}} \] (2)

\( \text{OD}_{\lambda_1} \) is the OD at one wavelength (\( \lambda_1 \)) and \( \text{OD}_{\lambda_2} \) is the OD at a different wavelength. ODR is assumed to have a linear relationship with \( \text{SO}_2 \), hence Equation 3 is used to calculate the oxygen saturation within a vessel,

\[ \text{SO}_2 = a + \text{ODR} \times k \] (3)

where \( a \) and \( k \) are constants obtained through a calibration procedure.

Based on \( \text{SO}_2 \) values for arteries and veins reported by several investigators,\(^{28,32,47,48} \) we estimate typical values to be 96\% and 54\%, respectively. The optical density ODR of first-degree arteries and veins are also calculated with the retinal oximeter on healthy individuals. For example, Hardarson reported ODR\(_a\) = 0.209 for arteries and ODR\(_v\) = 0.502 on veins based on a study of 18 healthy individuals.

By assuming a linear relationship between ODR and \( \text{SO}_2 \), \( a \) and \( k \) can be calculated by solving the equation pair.

\[ 96\% = a + k \times \text{ODR}_a \]
\[ 54\% = a + k \times \text{ODR}_v \] (4)

Finally, once \( a \) and \( k \) are known, Equation 3 can be used to extrapolate any vessel oxygen saturation level.
Monte Carlo Analysis of Two-Wavelength Algorithms

In this work, we utilized a Monte Carlo model to simulate light transport in multilayered tissue and resulted in errors well below statistical significance. Prior to conducting any test, our model was validated further against a Monte Carlo model of photon transport in multilayered tissue and resulted in errors well below statistical significance.

Monte Carlo

Monte Carlo modeling is a well-established method of analyzing light transport through tissue. A voxel-based Monte Carlo model was utilized in this work. This model allows for the analysis of three-dimensional geometries with heterogeneous structures. Photons are launched and traced independently, propagating within voxels experiencing scattering and/or absorption events, depending on the optical properties of the tissues being modeled. Each voxel may represent a different tissue or structure based on the optical properties assigned to it. Voxel sizes were 4 μm in length, width, and height. Two hundred million photons were launched in each simulation. Photons reflected out of the geometry were recorded to obtain intensity images of the geometry under investigation. Prior to conducting any test, our model was validated further against a Monte Carlo model of photon transport in multilayered tissue and resulted in errors well below statistical significance.

Eye Model

Our simplified model (Fig. 3) takes into account the main absorbing and scattering layers of the eye, including the neural retina, the retinal pigment epithelium (RPE), the choroid, and the sclera. Other layers in the eye were ignored for our simulations because they have been reported to be optically thin and do not affect photon propagation as much as the main layers represented in the model. Utilizing the advantages of the voxel-based analysis, we embedded a vessel within the retinal layer. Our tissue geometry of investigation spanned a volume of 800 μm by 800 μm laterally with a tissue thickness of 1160 μm, with retinal thickness of 20 μm, RPE thickness of 10 μm, choroid thickness of 250 μm, and sclera thickness of 700 μm. A vessel was placed 10 μm below the surface of the neural retina. Unless otherwise stated, the calibration vessels were 100 μm in diameter, and the detection vessel diameter was varied in different tests. The optical properties of the layers at the wavelengths of interest can be seen in the Table.

The absorption coefficient of the RPE has been reported by several sources, yet there does not seem to be a consensus in the value mainly because of disagreements in melanin concentration reports. Melanin is known to be a strong absorber and has been extensively studied because of its prevalence in the skin and retina. Glickman et al. reported melanin to have an absorption coefficient of 2237 cm⁻¹. Feneley-Burns et al. showed that the RPE can be estimated to be composed of approximately 12% melanin.

The choroid consists of melanin and blood vessels. In our simulation, the absorption coefficient of the choroid was taken as the sum of the absorption coefficient of the blood and melanin in this layer. Blood comprises approximately 70% of the volume of this region and typically has a saturation of 95%. Melanin concentration in the choroid, similar to the RPE, has many different reported values. Because the iris and the choroid are both the same layer in the eye, we used a melanin concentration of 26 mg/cm³ as reported by Koblova et al. Absorption and scattering coefficients of blood were calculated from data published by Bosschaart et al. The assignment of scattering angles is achieved in the Monte Carlo through a Heney Greenstein phase function, and this has been shown to provide an effective phase function for blood with physiological haematocrit in the visible range. The index of refraction for all layers was kept at 1.37.

As shown in Figure 4a, a region of interest within the reflected image was selected, and pixels within that region were averaged. The width of the region of interest was 25% of the corresponding vessel diameter and a fixed length of 720 μm. I₀ was calculated by averaging reflection intensities within a neighboring area of the vessel. To be certain that I₀ was not affected by the vessel (Fig. 4b), I was calculated > 316 μm away from I (Fig. 4a). I was calculated by averaging reflection intensities within 25% of the corresponding vessel diameter around the center of the vessel.

The table below lists the optical properties of each layer at 570 nm and 600 nm.

<table>
<thead>
<tr>
<th>Geometry Layers</th>
<th>Optical Properties</th>
<th>570 nm</th>
<th>600 nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Retina, 200 μm</td>
<td>μₘ² 4.71 cm⁻¹, μₛ² 30.89 cm⁻¹</td>
<td>3.6 cm⁻¹</td>
<td>28.57 cm⁻¹</td>
</tr>
<tr>
<td>RPE, 10 μm</td>
<td>μₘ² 208.21 cm⁻¹</td>
<td>174.47 cm⁻¹</td>
<td>1225.08 cm⁻¹</td>
</tr>
<tr>
<td>Choroid, 250 μm</td>
<td>μₘ² 3.89 cm⁻¹</td>
<td>3.34 cm⁻¹</td>
<td>876.63 cm⁻¹</td>
</tr>
<tr>
<td>Sclera, 700 μm</td>
<td>μₘ² 915.95 cm⁻¹</td>
<td>1.10 cm⁻¹</td>
<td>974.10 cm⁻¹</td>
</tr>
</tbody>
</table>

μₘ, absorption coefficient; μₛ, scattering coefficient; g, anisotropy.

FIGURE 3. Eye model geometry (not to scale).

Figure 2b shows deviation from the expected calculated value of SO₂ for a 58% vein as a result of faulty calibration parameters.

In this section, we used a highly simplified scenario to model retinal oximetry. To truly test the efficacy of the two-wavelength algorithm, we need to take into account all of the various absorbers and scatterers of the fundus. Such a study can only be conducted through computational models. Here we use a well-tested Monte Carlo framework to simulate light transport through a realistic eye.
In this paper, the calibration was performed by creating reflection images of a perfect artery (SO2 = 96%) and a perfect vein (SO2 = 54%). ODR for each vessel was then computed, and their actual SO2 was used within the algorithm. Under this assumption, constants $a$ and $k$ were calculated by solving a simple system of equations.

RESULTS

Utilizing the Monte Carlo approach, various experimental scenarios were implemented to characterize the effect of calibration assumptions on SO2 measurement accuracy.

Choice of Wavelength Pair

Figures 5a and 5b show the case where the calibration assumptions were correct. In this test, 570 and 600 nm wavelengths were utilized. Vessels with SO2 levels ranging from 44% to 100% were included in the geometry of Figure 3. Some investigators have devised systems using 520 and 630 nm as the primary wavelengths. This strategy is necessary because of the particular experimental layout (single camera) as well as the necessity of simultaneously measuring oxygenation and flow. Here we show the impact of the choice of different wavelength pairs in the accuracy of the two-wavelength algorithm. In this scenario, calibration was performed using vessels of 100 μm in diameter and assumed SO2 of 54% and 96% for the calibration vein and artery, respectively. Figures 6a and 6b show the ideal case where the calibration assumptions were correct. Results were similar to those produced using 570 and 600 nm wavelengths, although a higher error is shown at very low SO2 levels (SO2 < 45%).

Filter Bandwidth

Dual-wavelength retinal oximeters capture two fundus images of the same area of the retina. In this section, we study the effect of illumination and detection filter bandwidth on SO2 measurement accuracy. A 570 and 600 nm wavelength pair was used with 5-nm band-pass filters centered at these wavelengths. The choice of wavelength and filter bandwidth is guided by current methodologies. Implementing a 5-nm band-pass filter was achieved by assuming a Gaussian distribution centered at each wavelength with a full width half max of 5 nm to calculate the amount of photons launched per wavelength, as shown in Figure 7.

Simulations were run for wavelengths 567 to 573 nm and 597 to 603 nm, with a step size of 1 nm. Reflection intensity profiles were obtained for each wavelength and summed for each group. The summed reflection intensities centered at 570 and 600 nm were generated for vessels with SO2 ranging from 44% to 100%. The equations were calibrated based on correct assumptions of SO2. The results are shown in Figures 8a and 8b.

Incorrect Calibration Assumption. In the introductory section of this paper, we described current methods for device calibration. This is performed by assigning SO2 values to an artery and vein relating as a way to establish a linear relationship between ODR and SO2. The assumed values are based on previous work by different investigators. In the ideal case we have shown how this approach introduces an inherent error whose magnitude depends on the degree of separation between assumed and true calibration values. Utilizing this model, we tested cases where the assumed SO2 values used for the calibration vein and artery (54% and 96%) were incorrect.

Figure 5. Two-wavelength oximetry using 570 and 600 nm. (a) Calculated SO2 measurements on different vessels whose actual SO2 ranged from 44% to 100%. Calculations were performed under a correctly calibrated algorithm where the calibration vessel SO2 assumptions were correct. (b) Error in calculated SO2 for each vessel.

Figure 6. Two-wavelength oximetry using 520 and 630 nm. (a) Calculated SO2 measurements on different vessels whose actual SO2 ranged from 44% to 100%. Calculations were based on a correctly calibrated algorithm where the calibration vessel SO2 assumptions were correct. (b) Error in calculated SO2 for each vessel.

Figure 7. Number of photons launched per wavelength for two filters with a full width half max of 5 nm and centered at 570 and 600 nm, respectively, totaling 200,000,000 photons.

Figure 8. (a) Calculated SO2 measurements for vessels whose actual SO2 ranged from 44% to 100%. Calculations were performed under a correctly calibrated algorithm where the calibration vessel SO2 assumptions were correct. (b) Error in calculated SO2 for each vessel.
SO2 calculations were performed on fundus vasculature with varying oxygen saturations: 44% to 100% SO2 in steps of 2%. As seen in Figures 9a and 9b, vessels measured with a device employing an incorrect calibration artery SO2 assumption can produce widely varying levels of error. When the calibration artery is assumed to be 96% SO2 but the actual artery SO2 ranged from 84% SO2 to 100% SO2, the error in measured SO2 for vessels measured with this incorrectly calibrated algorithm is a result of the incorrect assumed SO2 of the calibration artery. (c) Data when the assumed SO2 of the calibration artery was correct but the assumed SO2 of the calibration vein was incorrect, where the actual SO2 ranged from 44% to 60% SO2. (d) The error in measured SO2 for vessels measured with this incorrectly calibrated algorithm as a result of the incorrect assumed SO2 of the calibration artery. (e) Data of measured SO2 when the assumed calibration artery and vein SO2 were incorrect, with different actual SO2 values presented in the legend. (f) The error in measured SO2 for vessels measured with this incorrectly calibrated algorithm as a result of the incorrect assumed SO2 of the calibration vein and artery.

FIGURE 9. (a) Data on measured SO2 when the assumed SO2 (54%) of the calibration vein was correct but the assumed SO2 (96%) of the calibration artery was incorrect, where the actual calibration artery SO2 ranged from 84% SO2 to 100% SO2. (b) The error of measured SO2 for vessels measured with this incorrectly calibrated algorithm as a result of the incorrect assumed SO2 of the calibration artery. (c) Data when the assumed SO2 of the calibration artery was correct but the assumed SO2 of the calibration vein was incorrect, where the actual SO2 ranged from 44% to 60% SO2. (d) The error in measured SO2 for vessels measured with this incorrectly calibrated algorithm as a result of the incorrect assumed SO2 of the calibration artery. (e) Data of measured SO2 when the assumed calibration artery and vein SO2 were incorrect, with different actual SO2 values presented in the legend. (f) The error in measured SO2 for vessels measured with this incorrectly calibrated algorithm as a result of the incorrect assumed SO2 of the calibration vein and artery.

Similar results are presented in Figures 4c and 4d, where the calibration vein SO2 was assumed incorrectly. The actual SO2 of calibration veins ranged from 44% to 60%. Errors in SO2 were up to 10 percentage points. Figures 9e and 9f show the case where SO2 was assumed incorrectly for both the calibration artery and vein. In these cases, errors in estimating SO2 approached 15 percentage points.

Vessel Diameter. Vessel diameter has been shown to be an important parameter in the calculation of oxygen saturation. Monte Carlo simulations were performed on vessels with varying diameters. In this scenario, calibration vessel SO2 values were assumed correctly. SO2 was measured for blood vessels with SO2 equal to 92% and diameters ranging from 50 to 190 µm in steps of 10 µm, utilizing a reference vessel of diameter equal to 100 µm. Figure 10a shows the calculated SO2 for each vessel; these values exhibit a strong monotonic decrease with vessel size. Errors resulting from very large vessels (190 µm in diameter) were as large as 11.9 percentage points below true vessel SO2 (92%).

Correction for Vessel Diameter

To minimize the error in SO2 introduced by vessel diameter, Geirsdottir et al.7 developed a vessel size correction. The correction factor assumes that the SO2 of a vessel just before a bifurcation is the same as those in both branches after the bifurcation. Equation 5 was used to calculate $k$, a correction factor, where $SO2_{uncor}$, $SO2_{a}$, and $SO2_{b}$ are the measured values without correction for the first branch, second branch, and the primary vessel, respectively, and $d_{sec1}$, $d_{sec2}$, and $d_{pri}$ are the diameters of the first branch, second branch, and primary vessel, respectively.

$$k = \frac{SO2_{a}}{2 \cdot SO2_{uncor}}$$

The constant $k$ was then used in Equation 6, where $d$ is the vessel diameter, $\bar{d}$ is the mean vessel diameter, and $SO2_{cor}$ is the corrected saturation value.

$$SO2_{cor} = k \cdot (d - \bar{d}) SO2_{uncor}$$

SO2 values before correction were gathered from the previous section, testing a 92% SO2 vessel with varying diameter. A theoretical bifurcation based on Murray’s principle61 was assumed, where a primary 120-µm diameter vessel bifurcated into 90-µm and 100-µm diameter branches to calculate the correction factor, $k$.

Figure 11 displays the corrected SO2 values for a vessel with a true SO2 of 92%. The correction works very well when the mean diameter is very close to the diameter of the vessels used to calibrate the algorithms. As shown in Figure 12, if the calibration vessels are larger than the mean diameter, then the correction will shift calculated values of SO2 up; conversely, if the calibration vessel is smaller than the mean diameter, then the correction will shift the calculated SO2 values downward. This result greatly reduces the benefit of the compensation.
Because vessels with 50- to 200-μm diameters are typically analyzed, Figure 12 investigates the results when the two-wavelength algorithms are calibrated with 80, 120, and 180 μm diameter vessels.

**Choroidal Crosstalk.** In this paper, the choroid has been modeled as a uniform layer containing 70% volume of hemoglobin and 30% volume of melanin similarly to what proposed by Preece and Claridge, and Liu et al. Nevertheless, choroidal vessels can often be resolved in long wavelength imagery and disrupt the otherwise homogeneous background of fundus imaging. This section will investigate this phenomenon. For this purpose, we have embedded a small vessel with blood oxygenation of 95% in our standard choroid. The vessel is placed 10 μm below the top of the choroid layer, underneath the test vessel in the retina and parallel to the surface. SO2 calculations were made on the vessel in the retinal layer. Calculations were performed utilizing the well-calibrated equation, where the SO2 of both calibration vessels were assumed correctly. Simulations were performed on 96% SO2, 100-μm test retinal vessels. Choroidal vessel diameters ranged from 20 to 100 μm, with a step size of 10 μm and an SO2 of 95%. Figure 13b shows the error caused by the introduction of a discrete choroidal vessels in the uniform choroid directly below the vessel in the retina.

**Varying Concentration of Melanin in the Choroid.** Melanin contributes significantly to the high absorbance of the choroid. It has been demonstrated that this pigmentation has an affect on the accuracy of retinal oximetry. Variations in melanin concentration exist among different people, but may also exist in different regions in the eye because the choroid is not a homogenous structure. For these calculations, calibration vessel SO2 values were assumed correctly. Simulations were performed on 100-μm retinal vessels with 96% SO2. The concentration of melanin in the choroid was varied from 18 to 40 mg/ml, with a step size of 2 mg/ml.

The calibration melanin concentration was kept at 26 mg/ml. As seen in Figure 14, vessel oxygen saturation is overestimated when melanin concentration is higher and is underestimated when melanin concentration is lower. Similar findings were reported by Hammer et al. in their experimental work.

**DISCUSSION**

We used a three-dimensional, voxel-based Monte Carlo model to investigate the accuracy of two-wavelength algorithms used in novel retinal oximeters. As seen in the results, under ideal circumstances this approach calculates SO2 values very close to the true value. The most significant errors were found when there were incorrect calibration assumptions, resulting in differences from true values as high as 20 percentage points in SO2. Recent versions of commercial retinal oximeter do not rely on individual calibration but a set of tabulated data for ODR values of arteries and veins, hence the possibility of large errors in this domain has been reduced.

Vessel size also produced errors, particularly for larger-than-average vessels. The correction method proposed by Geirsdottir et al. worked rather well under ideal circumstances. Some error arises in cases where calibration vessels and test vessels have very different diameters, resulting at times in errors larger than uncorrected SO2 measurements.

Choroidal crosstalk and choroidal melanin did not show a dramatic production of error, and the correction method used by most investigators was generally successful in improving the measured results. It should be noted that multiple sources of error could occur simultaneously, leading to an accumulation of errors in the calculated oxygenation. Specifically, there may be compounding effects of error from incorrect calibration, vessel size, eye pigmentation, and choroidal crosstalk. Based on our results, the error associated with this technique may be as low as 1 percentage point SO2 under very ideal circum-

---

**FIGURE 11.** Calculated SO2 after correction for vessel diameter.

**FIGURE 12.** Calculated SO2 after correction for vessel size for measurements calibrated using vessels with diameters of 80 μm, 120 μm, and 180 μm and a mean diameter of 100 μm.

**FIGURE 13.** (a) Calculated SO2 for varying choroidal vessel diameters. (b) Error of the calculated SO2.

**FIGURE 14.** (a) Calculated SO2 for different concentrations of melanin in the choroid from 18 to 40 mg/ml. (b) Error of calculated SO2.
stances, but greater than 20 percentage points when a very poor measurement technique is applied.

Other sources of error for retinal oximeters have also been noted by several investigators, some pertaining to technical choices for the apparatus. For example, dark current, readout noise, and shot noise camera noise level must be carefully estimated and corrected when using retinal oximeter as they may limit the detector dynamic range and become additive noise in the oximetry measurements. Subtraction of a dark noise images has proven to be essential when acquiring oximetry measurements. Other errors may occur as a result of poor or inconsistent illumination, which would reflect in the calculation of ODR. Here we have limited our study to an ideal scenario of a perfect instrument, but further work needs to be done to characterize the two-wavelength technique in less ideal situations.

Ultimately, as noted by several research groups, retinal oximetry is at a technical stage where good sensitivity and high repeatability can be achieved (avoiding limiting cases such as very small vessels, abnormal choroidal pigmentation, or unusual choroidal hemodynamic). Training of the image reviewer may be necessary to this end. To this date, truly quantitative values of oxygen saturation, although not strictly necessary for longitudinal studies of disease, will require a more robust calibration technique as well as continuous improvement in the reduction of error because of the confounding parameters noted in this paper. Furthermore, the gold standard of retinal oximetry, such as eye phantoms or other noninvasive oximetry techniques, need to be developed to truly test each apparatus.
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