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Abstract Quality of Service (QoS) requirementsor example, some
applications may have soft deadlines where tasks which do

Energy reduction is critical to increase the mobility and not finish by their deadlines can still be completed with a
to extend the mission period in the development of today’sreduced value [13]; or they can simply be dropped with-
pervasive computing systems. On the other hand, howevemut compromising the desired QoS levels. Energy reduction
energy reduction must be subject to the requirements notunder QoS requirement falls within the framework of more
to compromise the quality of service (QoS) that these sys-general resource management/scheduling, such as the QoS-
tems need to provide. While most of the current researchbased Resource Allocation Model (Q-RAM) [20]. A key to
in energy-aware real-time scheduling has been focused onthe success is the ability to integrate the QoS requirements
hard real-time systems, a large number of practical applica- into resource management/scheduling decisions in such a
tions and systems exhibit more soft real-time nature. In thisway that the overall “benefit” of the system is optimized.
paper, we study the problem of minimizing energy for soft The techniques based on the traditional hard real-time sys-
real-time systems with the requirements of QoS-guaranteetems become inefficient or inadequate when QoS require-
The QoS requirements are deterministically quantified with ments are imposed on the systems.

the (m, k)-constraints, which require that at least out of Recently, there has been increasing interest that incor-

any k c_onsecutive jops of a task_ meet their deadli.nes_. To porates the Dynamic Voltage Scaling (DVS) techniques in
deal with the dynamic characteristics of such applications . _time scheduling to deal with the power/energy conser-

and systems, we propose a hybrid static/dynamic scheduling 4o with regard to QoS constraints. These approaches
approach that can efficiently reduce the energy consumption., pe classified into two categoriethe best-efforand

while guaranteeing thém, k)-constraints. The exp_erimen- the guaranteecapproaches. Theest-effortapproaches
tal results demonstrate that our proposed techniques out-(e_g_ [23, 22, 14, 15]) intend to enhance the QoS of the
perform previous research significantly in terms of both the system and minimize the power/energy consumption in the

energy savings and QoS that can be achieved. context of power aware scheduling, but with no assurance
to either of them. Thguaranteedapproaches, on the other
hand, optimize the energy usage with QoS-guarantee in
1 Introduction mind. A predominated portion of the current guarantee re-
search in power aware scheduling has to do wittsthtistic
Power aware computing has come to be recognized ass_ervice guaranteg. For example, @ial. presented atech-
nique [18] to statistically guarantee the QoS for a real-time

a critical enabling technology in the design of pervasive bedded ¢ Yuat al. 126 di "
real-time embedded systems. A large number of techniquesern edaed system. vua al. [26] propose incorporating
he stochastic analysis into DVS for soft deadline systems

(e.g., [2, 9, 25]) have been proposed to reduce the energ)} . L : ;
consumption of real-time computing system. Most of these ]Eo pI’O}/I?e dStat'St'tC IQoSblguatr atr.1t$e. dW'tgl.QOS requwtemints
technigues have targeted hard real-time systéras,the ormifatec as a toleranle SIlISAC ceacfing miss rate, riua

systems requiring that all the task instances meet their dead-et al. [S] iniroduced several_techqiques to exploit processor
lines. However, many practical real-time applications ex- slack time due to the deadline miss to reduce the energy.

hibit more complicated characteristics that can only be cap- The statistic guarantee ensures a quality of service in
tured with more complex requirements, generally called the a probabilistic manner. This can be problematic for some



real-time applications. For example, many real-time appli- to occur. All these work primarily targets at systems with
cations can tolerate occasional deadline misses of real-timdixed priority assignment. Note that, even with thedow
tasks, and the information carried by these tasks can be eseonstraints the guaranteed scheduling problem is NP-hard
timated to a reasonable accuracy using techniques such aas shown in [1]. Deterministic assurance with this model
interpolation. However, even a very low overall miss rate can only be guaranteed for very limited range of systems,
tolerance cannot prevent a large number of deadline missesuch as those that all tasks have the same unit size execu-
from occurring in such a short period of time that the data tion times [1]. In addition, none of these approaches have
cannot be successfully reconstructed. To avoid possible setaken energy/power consumption into consideration.

vere conseguences, one can always treat the system as a

hard real-time system. The problem, however, is that the
energy savings can be seriously degraded, and the missio
cycles can be severely reduced.

Since all jobs to be scheduled are not required to meet
their deadlines, energy can be saved by running as many
mandatoryjobs as possible at low voltage levels. The prob-

To provide a deterministic QoS to the real-time system, |em s how to judiciously select the set of mandatory jobs
the system should not only support the overall guarantee ofyng their running speeds. The mandatory job set as well

the QoS statistically, but also be able to provide a lower
bounded, predictable level of QoS locally. Hamdaeuti
al. [6] proposed thém, k)-model that can well serve for this
purpose. According to this model, a repetitive task of the
system is associated with dm, k)(0 < m < k) constraint
requiring thatm out of anyk consecutive job instances of
the task meet their deadlines. dynamic failureoccurs,
which implies that the temporal QoS constraint is violated
and the scheduler is thus considered failed, if within any
k consecutive jobs more thafk —m) job instances miss
their deadlines. Westt al. [24] introduced another simi-
lar model, called thavindow-constraineanodel. The ma-
jor difference between these two models is that (tinek)-
constraint requires at least jobs meet their deadlines for
any k consecutive jobs, while thesindow constraintre-
quires that within anyion-overlappe@ndconsecutivevin-
dows containing jobs, at leasm of them can meet their
deadlines. It can be concluded theihdow constraintgre
weaker than thém, k) —constraints, as if a schedule is fea-
sible under thém, k)—constraints, it is also feasible under
the window constraints.

For its intuitiveness and capability of capturing not only
statistical but also deterministic QoS requiremefts k)-
model has been widely studied, e.g., [3, 19, 6, 21, 7]. Quan
et al. [19] formally proved that the problem of schedul-
ing with (m,k)—guarantee is NP-hard in the strong sense.
To guarantee thém, k)-constraints, Ramanathat al. [21]
proposed a strategy to partition the jobs immndatory
and optional jobs. The mandatory jobs are the jobs that
must meet their deadlines in order to satisfy {imeKk)-
constraints, while the optional jobs can be executed to fur-
ther improve the quality of the service or simply be dropped
to save the computing resources. Qetal.[19] improved
this partitioning strategy by reducing the maximal interfer-
ence between the mandatory jobs. Begtatl.[4] proposed

as the job running speeds can be selected either statically
or dynamically. The advantage of statically selecting the
mandatory jobs and their speeds lies in the fact that the
schedulability analysis can be performed off-line and thus
is easier to guarantee the QoS constraints. However, due to
the dynamic nature of the real-time systems under investiga-
tion, the energy-saving performance that the static approach
can achieve is rather limited. On the other hand, the dy-
namic approach can generally utilize the system resources
more efficiently by incorporating the run-time information.
The problem, however, is how to ensure the schedulabil-
ity of the mandatory jobs and hence the QoS guarantee.
This is exacerbated when considering that both the manda-
tory/optional partition problem as well as the schedulability
analysis problem are NP-hard in the strong sense [19].

In this paper, we propose a hybrid approach to deter-
mine the mandatory job sets for real-time systems with
(m,k)-constraints. In our approach the mandatory jobs are
statically determined but can be dynamically updated dur-
ing run-time while still guaranteeing th{en, k)-constraints.

A scheduler, based on the dual priority scheduler [5],
is designed to dynamically determine if a job should be
mandatory/optional and the corresponding processor speed
to maximizing the energy-saving performance. Through
our extensive experiments, the results show that our pro-
posed approaches can significantly improve the energy sav-
ings over previous ones while guaranteeing tinek)-
constraints .

The rest of the paper is organized as follows. Section 2
introduces the system model and problem formulation as
well as the motivations. Section 3 presents some theoreti-
cal results that form the basis for our techniques. Section 4

to use the Bi-Modal scheduler to schedule the systems withintroduces our new approaches in more details. The effec-
(m,k)—constraints. The tasks are first scheduled accordingtiveness and energy efficiency of our approach are demon-

to the generic scheduling policy in thermal mode, and
switched to thganic mode if the dynamic failure is likely

strated using simulation results in section 5. In section 6,
we offer conclusions for this paper.



2 Preliminary Definition 1 [19] The (m,k)-patternof taskt;, denoted by
M;, is a binary stringl; = {TﬁoTlil-.-Tﬁ(ki_l)} which satis-
In this section, we first formulate the problem formally, fies the following: i tij is @ mandatory job ifj; =1 and
followed by the introduction of some concepts as well as optional if;; =0, and (i) zk‘_l

j=o0 THj = M.
observations important to our approach. We then presen . _
the motivations for our approach. tBy repeating the(m,k)-patternll;, we get a mandatory

job pattern fort;. It is not difficult to see that thém,k)-
constraint fort; can be satisfied if the mandatory jobstpf
are selected accordingly.

Two static(m, k) —patterns are reported in literature. The

The real-time system considered in this paper contains .t one is proposed by Ramanatretral. [21] as follows.
independent periodic taskg, = {19,141, --,Tn-1}, sched-

2.1 System models and problem formulation

uled according to the earliest deadline first (EDF) pol- _ [ 1 if j=[[1™] x %J

icy [12]. Each task contains an infinite sequence of peri- "'~ | 0 otherwise i=01--- k-1
odically arriving instances callejgbs TaskT; is charac- Q)
terized using five parametense., (Ti, Di, G, m, k). T, The (m, k)-pattern defined with formula (1) has some in-

Di (Di < T,), andC; represent the period, the deadline and teresting properties which are summarized in the following
the worst case execution time fgr respectively. A pair of  lemma.
integers, i.e.(m, k) (0 <m <k;), represent the QoS re-
quirement fort;, requiring that, among ar consecutive
jobs oft;, at leasim jobs meet their deadlines.

The DVS processor used in our system can operate

a;c/ a f|\r}|te Seéa(;:] d|§t(r:]re;(:] nggcl:yat\g()jltigiefve{éro:s'm- the same lengtht|; (ii) for any k; consecutive jobs af;,
{I'g/“t.r’]emgi’c ss'onWI e normali é the Foceésor S e'edsthere are exactlyn, mandatory jobs; (iii) for any two subse-
Pl ISCUSSIon, W 'z P P qguences of task that containp;(p; > 0) consecutive jobs,

10 Siax, the speed correspondlng e, Which results in the difference of the numbers of mandatory jobs is no more
S ={S,...,1}. We assume thag; is the worst case execu- than 1

tion time for taskr; in the highest voltage mode. Therefore,

if 7 is executed under spedj, the worst case execution Proof: Conclusioni) has been proved in [21] and conclu-

time for; become%. sion (i) can be readily derived from Lemma 2 in [21]. We
! next prove conclusiorii{) as follows.

Let Ni(x,yi) be the number of mandatory jobs starting
from job x; to joby;. For p; jobs starting from joks; and
Problem 1 Given systemT = {10,T1,"*+,Tn-1}, Ti = bi (& # bj,&,bi > 0), the numbers of mandatory jobs are
(Ti, Di,Ci,mi, ki),i = 0,---,(n— 1), scheduleT with EDF denoted a®\;(a;,a + pi — 1) andNi(b;, b + p; — 1), respec-
on a variable voltage processor with supply voltage lev- tively. When the mandatory jobs are determined according
els ¥ = {V1,...,Vimax} and corresponding processor speeds to equation (1), for the firgj; jobs (from jobO to job g — 1)

S ={S1,...,1} such that all(m,k)-constraints are guaran-  of tj, there ard;(q;) = (%qﬂ jobs that are mandatory [21].
teed and the energy consumption is minimized. Therefore,

Ni(a,a+pi—1) = li(a+p)—li(a+1)
- [%(awiﬂ—(%(auﬂ,

Lemma 1 Let the mandatory jobs for task with (m,k)
constraint (m;,k;) be determined by equation (1). Then
(i) for anyt > 0O, the interval[0,t] has the largest number
of mandatory jobs compared with any other intervals with

With the above system models, our problem can be for-
mulated as follows:

2.2 Mandatory/optional job partitioning

To solve Problem 1, one has to deal with two highly co- o
related problems: to determine if a job should be mandatory@nd similarly,
or optiqnal, and to schedule these jobs most efficiently. As Ni(bi,bi+pi—1) = li(bi+p)—libi+1)
shown in [19], both problems are NP-hard problems even m m
without the energy conservation consideration. It is not = [E(bi +pi)] - (E(bi +1)]1.
difficult to see that different partition strategies can have
tremendous impacts on the schedulability of the system and  ASSUMeN; (&, & + pi — 1) > Ni(bi, by + pi — 1), then
thus the energy cpnsumptl_o_n. o N Ni(ai,a + pi — 1) — Ni(bi,bi + pi— 1) |
Mandatory/optional partitioning involves the partition on m m
the infinite job sequences. To ease the static analysis as well = [E (@+p)l— fﬁ(ai +1)]
as to reduce the implementation cost, we adopt the concept m m
of (m k) — patternas introduced in [19]. [k; (bi+pi)] +[ K (bi +1)1.



(m,k) constraints Deeply-red Pattern Evenly distributed Pattern | Reverse Evenly distributed Pattern|
(1. 2) 10101010 ... [1{01 01010 .. 010101 01
2, 5) 1100011000|1010010100.../ 0010100101 ...
(3, 6) 11100011 ... [1{01 01010 .. 010101 01
(3,7 111000011 ../101 010010 .. 0010101001 ...
Figure 1. Examples of mandatory jobs based on R-patterns, E-patterns, and ER-patterns.

Since[x1+x2| < [X1]+ [X2] and[xg +X2] > [X1] + [X2] Even though this property is proved in [19] for fixed-priority

for anyxp, o € R, it follows that case, it can also be proved under the EDF scheduling pol-
icy [17]. This property is important in guaranteeing the
[m(aa +p)] < [m(aa + 1)+ (ﬂ(pi -1)], (m,k)-constraints dynamically, as it ensure that any dy-
ki ki ki namic scheduling approach can guarantee the schedulabil-
and ity of the mandatory jobs as long as there are no more than
m; mandatory jobs among arky consecutive job instances
LI mo m,o from taskt;. An immediate conclusion that follows this
[ ki b+l = ki b+ 11+ ki (=D lemma is that mandatory jobs determined by E-patterns are

easier to be schedulable than those by R-patterns. Figure 1
shows several examples of mandatory/optional jobs deter-
mined according to their R-patterns and E-patterns (The re-
verse evenly distributed pattern will be introduced later).

Therefore, we have

| Ni(a,a+pi—1)—N(b,b+p—1) |
< Tp-D 1~ Lp- Dy

A

< 1 2.3 Motivations
Hua et al. [7] adopted a greedy approach to minimize

If Ni(a,q i —1) < Ni(bj, b i — 1), imilarl g .
(80,3 +pi — 1) < Ni(bi, by + pi — 1), we can similarly the energy consumption famderloadedeal-time systems

prove that, running on a dual-voltage mode processor. When a new job
INi (a8 + pi — 1) — Ni(bi, b+ p — 1) < 1. arrives, it is executed at the low voltage level if the corre-
sponding task can tolerate at least one more deadline miss.
0 Otherwise, this job is to be executed at the high voltage

Lemma 1 implies that, with formula (1), a minimal set I_evel. E_nergy is saved since if the jobs can meet their deac_i-
of mandatory jobs are determined. Moreover, according to!iN€s with low processor speeds, they reduce the necessity
Lemma 1, formula (1) helps to spread out the mandatoryto run jobs at high processor speeds which consumes more
jobs evenlyin each task along the time. We therefore call €nergy. However, this approach cannot always guarantee
this mandatory job pattern éise evenly distributed patteyn the (m,k)-constraints even the task set can meet their dead-

or simply E-pattern lines with the highest processor speeids, the system is

The second partition strategy was proposed by Keten Underloaded. _
al. [10]. According to this scheme, a jal, i.e., the jth job Consider a task set of two tasksie, T =
of taskT;, is determined to be mandatory if (3, 3,2,1, 1) and 1, = (5, 5,15, 1,2) The total utilization

of this task set is2 and it is schedulable under EDF. For
1 0<jmodk<m the dual-voltage mode processor, without loss of general-
TG = { 0 otherwise j=0,1,--,k—1 ity, we assume the high voltage corresponds to a processor
2) speed of 1 and the low voltage corresponds to a processor

We borrow the initial terminology of this strategy and refer speed of 0.5. Also, we assume all tasks start at time 0. Fig-
this mandatory job pattern ase deeply-red patteror R- ~ ure 2 shows the task schedule according to this greedy ap-
pattern The mandatory jobs defined using their R-patterns Proach.( The rectangles represent the executions of jobs and
have the following interesting property. the height of them represent the speeds of the jobs.)

Attimet =0, since tasky has(m, k)-constraint of(1,1)
Lemma 2 Let j be the mandatory job set selected from all and thus each job is required to meet its deadling,is
the jobs in‘T according to equation (2). Ifi is schedu-  executed with high processor speed. At time 2, when
lable, then the mandatory job set selected from any otherti; finishes its execution, the low processor speed will be
(m,k)—pattern is also schedulable. assigned to execute; according to the greedy approach



deadline

K/ miss efficient. Therefore it is desirable that the statically defined
Task 1 (m,k)-patterns be variable dynamically. The problem is,
3 6 9 however, how to update the pattern dynamically while still
guaranteeing the schedulability afwh k)-constraints. In
Task2 | what follows, we present a hybrid approach to address this

problem.

0 2 5 10

Figure 2. The greedy approach in [7] fails
to guarantee the schedulability of an un-
derloaded task set ( 11 = (3,3,2,1,1);
(5,5,1.5,1,2)).

3 A hybrid mandatory/optional partition ap-

proach
T2 =

The dual goals ofm,k)-guarantee and accommodation
of dynamic variances call for an integrated static/dynamic
approach to solve this problem. During the static phase, it
is necessary to perform the analysis based on a prior de-
fined specifications, such as the predefifieck)-patterns.
It is important to select the appropriate specifications based
on which the static analysis can be conducted and the guar-
antee criteria can be set up correspondingly. Otherwise,
the static analysis may lead to poor feasibility predications
Snd/or high computation and implementation cost.

sincet, has the{m, k)-constraint of(1,2) andty; is not re-
quired to meet the deadline. According to EDF, only after
T21 ends at = 5 canty, be executed. However, even if it
is executed with high speed, it will still miss the deadline at
timet = 6 and therefore cause a dynamic failure.

The uniform treatment of mandatory and optional jobs
during the scheduling process in this greedy approach is on
of the major contributions to the dynamic failure. In consid-
ering that, we developed an approach [17] based on the dua . .
priority scheme [5]. The mandatory jobs are pushed into é'l The optimality of E-pattern
the mandatory job queues with their priorities promoted to ) )
the high priority band when necessary, while the priorities e perform the static analysis based on the mandatory
of the optional jobs always stay at the low priority band. 1oP sets determined by their E-patterns. Elegant and ana-
This ensures that the execution of optional jobs will not !ytlcal feasibility analysis formyla can be derived (as shown
prevent mandatory jobs from meeting their deadlines andin [17]) thanks to the regularity of E-patterns. Moreover,
cause the problems as shown in Figure 2. The feasibility of 10 further study the feasibility of mandatory jobs based on
the mandatory jobs and thus tfre,k)-guarantee can be en- E-patterns, we first introduce the following lemma.
sured as long as mandatory jobs according to R-pattern ar
schedulable (from Lemma 2). The problem, however, lies in

the c_:onservauon of feasibility test using R-pattere,, as- (M, K)-pattern, we can always findtAt’ > 0) such that the
suming all the mandatory workload are accumulated within . i
number of mandatory jobs according to tfm,k)-pattern

a small interval. The consequence is that many mandatoryWithin [t',t'+1] is no less thamv
job sets are in fact schedulable even though the feasibility ’ '

analysis based on R-pattern predicts otherwise. Proof: Use Contradiction. Le and R’ be the manda-
Recall that E-patterns help to evenly distributed the tory job sets determined by E-pattern and any ofhek)-

mandatory workload and therefore have a better schedulapattern, respectively. Without loss of generality, we assume

bility. One intuitive approach would be the one that stati- thatt = pT;, p € Z. Consider the intervdD, pkT;]. To sat-

cally assigns all the mandatory jobs according to E-patternisfy the (m,k)—constraints, there are at legsk m; manda-

to the higher priority band. Two problems may exist in this tory jobs in this interval for botl® and®’. Specifically,

approach. First, even though the mandatory jobs for eachfor &, there are exactlp x my mandatory jobs in this inter-

task are evenly distributed, the overall mandatory work- val from Lemma 1. Now think about the intervd pT],

load are not necessarily evenly distributed. For example,[pT, (p+ 1)Ti], ..., [p(ki — 1)Ti, pkTi]. From Lemma 1, in

as shown in Figure 3(a), the mandatory job set according to® , the number of mandatory jobs within intervl pT],

their E-patterns fails to be schedulable, while other manda-i.e., w, is the largest, and the difference between the num-

tory job assignments such as that shown in Figure 3(b) canbers of mandatory jobs within any two of these intervals is

be well schedulable. Second, since the actual job executiomo more than 1. If for®’, we assume that the number of

time can be much less than its worst case execution timemandatory jobs in each interval is strictly less thgrthen

an optional job can meet its deadline even running at a verythe overall number of mandatory jobs witHh pk Ti] must

low processor speed. This makes running other mandatorybe less thamp x m;. This contradicts the fact th& is de-

jobs at higher processor speed unnecessary and energy irtermined according to a valign, k) —pattern. |

Temma 3 Letw be the number of mandatory jobs for
between[0,t] according to its E-pattern. For any other



deadline
1 (o] 1 miss O

Based on Lemma 3, we have the following important
theorem.

Task 1

Theorem 1 Let T = {t0,T1,...,Tn-1}, where Task 2
T = {T,D;,C,m,k}, and kT,i = 0,1,...,.n—1 are

co-prime. Let® and R’ be the mandatory job set con-

structed fromZ” according to theE-patterns and any other

(m, k)-patterns, respectively. Then ®’ is schedulable, Task 1
then® is schedulable.

Proof: Use contradiction. Suppo%R’ is schedulable and Task 2
R is not. Let us assume some mandatory jobRirfirst

misses its deadline at From [17], we know that must

be located in the first busy interval. Then we have the total ~ Figure 3. (a) The task set ( 11 = (4,4,4,2,4);
mandatory work demand according to E-patterns between T2 = (8,8,6,1,2)) is NOT schedulable with E-

(b)

[0,t], denoted a§; Wi (0,t), is larger than, i.e, 3; W (O,t) > Pattern; (b) the same task set is schedulable
t. with other (m,k)-pattern.
On the other hand, for any other arbitrary pattern, from
Lemma 3, we can always find an intervl,t2] with speed may potentially alleviate the necessity to run manda-
t2—t1 =t such that the corresponding work demand for tory jobs at higher speed, we modified the E-pattern as fol-
T;, denoted a¥V/(t1,t1+1), is no less thak{(0,t), i.e. lows.
W/(tL1+1) > W(0,1). m=l 0 M= |G i
1 otherwise j=01--- k-1
Since the mandatory jobs are determined by repeating the 3)

(m,k)—patterns, we can therefore observe the workload The (m k)-pattern determined by formula (3) re-
from t; within interval[t1,t2] periodically repeated with pe-  verses the E-pattern horizontally. We therefore call this
riod kT If kiTi,i =0,1,...,n—1are co-prime, according  (m,k)—pattern thereverse evenly distributed patterior
to the General Chinese Remainder Theorem [11], all thesesimply ER-pattern Examples of E-pattern and its corre-
“periodic events” will eventually start at one single time spondingER-pattern are shown in Figure 1. As shown in
pointt’. Sincey;W'(t',t' +t) > SW(0,t) >t, there must  Figure 1, theER-pattern maintains some of the characteris-
be a deadline miss beforet+t because the total mandatory tics of the E-pattern as stated in Lemma 1 ( conclugion
work demand betweeft',t’ +t] exceeds. This contradicts  and (iii) ). It also has some interesting properties that are
that R is schedulable. o summarized in the following lemma.

Theorem 1 shows that the E-pattern is the ppt|mal Lemma4 Let T — {to,T1,....Tn1}, Where T —
(m,k)—pattern whenkTi,i = 0,1,....n— 1 are co-prime. {T..Di,G k},andi =0,1,...n—1. Then
From the proof we can see that evek,,i =0,1,...,n—1 i Di, G, M, K T '
are slightly less than strictly co-prime, E-patterns still ex- e The number of optional jobs according to ti&-
hibit a relative good schedulability. patterns in the interval0,t] is no less than that in any

other intervals with the same lengfth.

3.2 Reverse-Evenly-Distributed pattern e If 7 is schedulable under E-pattern, it is also schedu-

. , , lable underER-pattern.
Using E-patterns to determine the mandatory jobs may

have some problems. First, the schedulability of the manda-
tory job set may degrade severely if a large greatest common e The first property follows directly from the first con-

Proof:

divisor (GCD) exists fok;Ti,i = 0,1,...,(n—1). As implied clusion in Lemma 1 that the number of mandatory jobs
in Theorem 1, an extreme case would be within [0,t] determined by E-patterns is no less than
that in any other intervals with the same length.
koTo=kiTs = ... =kn-1Tn-1, o

e To prove the second property, we use contradiction.
andmyp =m = ... = my_1. How to find a betterm, k)- Assume that a job from the mandatory job set ac-
pattern in such scenarios is beyond the scope of this pa- cording toER-patterns misses its deadlinetat As-
per and will be our future study. Second, according to sume the starting point of the corresponding busy in-
E-patterns, the first job is always mandatory. As the suc- terval isty(t1 < t2). Then we have the total work de-

cessful completion of optional jobs at the lower processor mand of the mandatory jobs betwepnt,] (denoted



by i W'(t1,t2)) is greater thart, —t;). Lett =to —t;. -1 010 - o0f-- 101001 ..
From Lemma 1, it is ready to conclude that the manda- l— 1/ 1% ——» l— 121 —»
tory work demand byE-pattern,i.e., ;W(0,t) is no (a)
less thary; W'(t1,t2). Therefore,
J;
YWO) > YWt >t=t—1t | w1010 1] 001010 ..
| I
[— N7 “1"S ——| [-— n>“1"s  ——m|

which means that a mandatory job according to E-
pattern must miss its deadline befdre This contra- (b)

icts to thatT is schedulabl E-pattern. . . .
dicts to that7"is schedulable under E-pattern Figure 5. (a)The original mandatory jobs ac-

O cording to the ER-pattern of task 1;; (b) The
mandatory jobs of T; after restarting the ER
3.3 Dynamic(m,k)-pattern adjustment pattern.
The static analysis based on the predetermifrec)- Proof: Without loss of generality, assume the origie-

patterns helps to ensure the feasibility of the mandatory jobpattern is like that in Figure 5(a), and tfra, k)-pattern after
sets and thus guarantee the QoS levels. However, the statithe change is shown in Figure 5(b). It is not difficult to see
analysis is usually performed based on the worst case scethat all the windows that do not contajn can meet their
nario and is rather pessimistic. Therefore, judiciously ex- (m,k)—requirements. We then only need to consider the
ploiting the irregularities and changes, inevitable in the run- windows that contairj;.
time environment, dynamically can be extremely beneficial.  Consider an arbitrary window that contaifpsLetn; and
One specific problem in this regard is that, when an optional n, denote the number of mandatory jobs before and gfter
job met its deadline, how it can help to demote other manda-respectively, according to the origingR-pattern as shown
tory jobs to optional so that they can be executed with low in Figure 5(a). Then we hawg +n, > m. After changing
processor speed or even be dropped without execution toj; from 0 to 1,n; remains the same bog may be different.
save energy. We usen), to denote the new value. From Lemma 4, we

In our dynamic approach, the mandatory jobs are se-know thatO < (n, —r,) < 1. Therefore, by adding; and
lected according to theER-patterns. Whenever an optional n, and countingj; (which changes from 0 to 1), there are
job meets its deadline, we will restart its correspondifty at least the same number of mandatory jobs as that in the
pattern from its next job. This strategy can be illustrated original window. a
with Figure 4. Figure 4(a) shows the originaR-pattern
of atask setly = (2,2,1,37); 2 = (44,2 1,2)andits 4 DyS scheduling for the task set with(m, k)-
corresponding static schedule (the height of the rectangles .

S . constraints

represents the corresponding job speed.). Assuming that the
fourth job (optional) of task, and the second job (optional)
of taskt, met their deadlines with low speed, we will restart
the ER-patterns of the two tasks from the next job, as shown
in Figure 4(b). Note that, by restarting tE&-pattern, the
need to execute the mandatory jobs at higher speeds is d ) .
layed. In addition, more optional jobs are “inserted” before  OUr Néw dynamic approach consists of two phases: an
the mandatory jobs which may offer more opportunities to °f-iné phase followed by an on-line phase. In our ap-
further delay the executions of the mandatory jobs of other Proach, one processor speed is associated with each task
tasks. Significant amount of energy can be saved since the!ﬂnCI is determined during the off-line phase. Specifically,

number of jobs that need to be run at a high processor speedf Processor spees; is assigned to task, then the worst
is greatly reduced case execution time for the mandatory jobs froinecomes

To guarantee that then, k)—constraints can still be sat- i/ Si- We will then useGi/S; as the worst case execution
isfied after restarting th&R-pattern as stated above, we time in the necessary and _sufﬂment feqS|b|I|ty condition for
have the following lemma. tasks with E-patterns, as introduced in [17]. In order to

minimize the energy consumption on the statically defined
Lemma5 LetL be an infinite binary string by repeating E-patterns, an exhaustive search approach ( using branch
the ER-pattern, and let théth character,i.e,, ji = 0. Then and bound ) is used to find the optimal processor speed for
if we changej; from0to 1, and restart theER-pattern from each task. The worst case response time for each task un-
the (i + 1)th character, thdm, k)—constraint is satisfied. der itsER-pattern is computed using the method similar to

After presenting our mandatory/optional partitioning
strategy, we are now ready to introduce our scheduling
approaches to reduce the energy consumption for systems
gwith (m,k)-constraints.
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Figure 4. (a) Executing only the mandatory jobs of task set ( 11=(2,2,1,3,7); 12=(4,4,2,1,2)) according
to their ER-patterns; (b) Dynamically restarting the ~ ER-Pattern at t =8 for 1, and t = 4 for 1,.

that in [16] for the on-line use. Note that, according to The- lowing the EDF scheme with the corresponding speeds de-
orem 4, if the task set is schedulable wifhpatterns, itis  termined during the off-line phase. The jobs in the LMQ,
also schedulable with the correspondEgpatterns. on the other hand, always run at the lowest possible speed.
During the on-line phase, we adopt the dual-priority Note that, while the jobs in the OPQ have a higher priority
scheduling [5] scheme on the mandatory jobs. Algorithm 1 level than those in the LMQ, an optional job is executed,
presents the salient part of our on-line scheduling algorithm. non-preemptively by any other optional job, only when it
could be finished by the earliest promotion time of the near-

i : i est mandatory job in the future. This helps to avoid the ex-
Algorithm 1 The online phase of the dynamic approach. ecytion of optional jobs that may miss their deadlines later,

(Algorithm MKgr) which has no benefit to either energy saving or improve-
1: if HMQ is not empty then ment of QoS. The jobs in the LMQ are executed according
2. Run jobs inHMQ according to EDF; to EDF only when the HMQ is empty and no optional jobs
3: else ifOPQis not emptythen are qualified to execute.

4:  Jo=jobs inOPQ It is not difficult to see that there may be more than one
5. Selectand rud € %, that have the maximum energy-  optional jobs available in the OPQ, and selecting which one
saving potential; to run may have profound impacts on future job executions.
6: if Jis finished by its deadlinthen While the jobs in the OPQ can be simply run at the low-
7 Restart theER-pattern for task; from its nextjob;  est speed without causing any dynamic failure, we use a
8: endif more delicate heuristic to achieve better energy saving per-
9. if Job=0then formance. Specifically, when the HMQ is empty, we first

10: Run jobs inLMQ; compute the speef that is required to finish each optional

11: endif job in the OPQ by the promotion time of the next mandatory

12: else job. Then those optional jobs requiring speed less than their

13:  RunjobsinLMQ; predetermined speed will be chosen as candidate jobs.

14: end if After that, the energy gaiAE; of each candidate jof is

computed, which is defined & = E(S)- E(S), where
As shown in Algorithm 1, three job ready queues are E(S) is the energy consumption df under its predeter-
maintained: the high mandatory queue (HMQ), the optional mined speed anB(S) is the energy consumption &f un-
gueue (OPQ) and the low mandatory queue (LMQ). Upon der its required speed. The candidate job that has the largest
arrival, a job,i.e,, Tip € T; is determined to be a mandatory energy gainmAE; will be chosen to be executed.
or optional job based on its curreBf-pattern. The op- The energy efficiency of our dynamic approach lies
tional jobs are directly put in the OPQ, and the mandatory in the fact that it adjusts the mandatory/optional partition
jobs will be first put in the LMQ, and later promoted to the adaptively with the run-time conditions. It is particularly
HMQ after a fixed time offset, callethe promotion time  efficient considering the fact that the actual execution time
and represented &s which is computed by of a task can be much smaller than its worst case execu-
tion time. Moreover, during the executions of jobs in the
Yi=Di—-R, ) HMQ, the dynamic resource reclaiming techniques such as
whereD; is the relative deadline of andR; is the worst the ones in [2, 9] can be exploited to further reduce the en-
case response time gfwhich is computed during the off-  ergy. To ensure the effectiveness and efficiency of the dy-
line phase as stated above. namic approach, we have the following theorem.
The jobs in the HMQ have the highest priority level
among the three ready queues, and will be executed fol-Theorem 2 Algorithm 1, with complexity ad(n), can en-
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Figure 6. The average total energy consump- Figure 7. The average number of effective
tion by MKg_sp and MKgr. jobs by MKg_sp and MKgr.

sure thelm, k)-requirements fofZ" if 7 is schedulable under 2 <m < k. To investigate the energy performance of dif-
the E-patterns. ferent approaches under different workload, we divided the
total (m, k)-utilization, i.e.,y; m—% into intervals of length
0.1. To reduce the statistical errors, we require that each
interval contain at least 20 schedulable task sets , or at
5 Experimental results least 5000 task sets within each interval have been gen-
erated. The energy consumption for each approach was
In this section, we compare our approach with other pre- normalized to that byMKg, and the results are shown in
vious related approaches with experiments. Four differentFigure 6(a). To evaluate the QoS that each approach can
approaches are studied. In the first approach, the task setprovide, we also collected the total number of jobs within
are statically partitioned witlE-patterns, and the manda- LCM(kiTi),i = 0,...,n—1, (LCM refers tothe least com-
tory jobs are executed with the highest processor speed. Wanon multipl¢ that met their deadlines (we call these jobs
refer this approach asMKg) and use its results as the ref- as theeffective jobsby each approach. These numbers are
erence results. The second approddiK¢_sp) partitions normalized to that biMKg and the results are shown in Fig-
the mandatory/optional jobs based Brpatterns first, and  ure 6(b).
the processor speeds of the mandatory jobs for each task From Figure 6(a), one can immediately see that by
are slowed down based on the feasibility tests in [17]. The adopting a static/dynamic hybrid approacklKgr can
third approach NIKg) is the dynamic approach proposed achieve up to 55% energy-saving performance improve-
in [17], which is based on thB-patterns. The fourth ap- ment, compared witiMKg_sp which uses the static ap-
proach MKgr) is the hybrid approach presented in Sec- proach alone. It is particularly interesting to notice that
tion 4. The processor model used in the experiments hasViKgr can achieve more energy savings while at the same
five discrete voltage levels with normalized speed as (0.2,time provide a better QoS level (up to 40% more effective
0.4, 0.6, 0.8, 1.0). We assume that the processor speed ifbs) thanMKg_sp, as shown in Figure 6(b). This is be-
proportional to the supply voltage and the processor powercause, by running optional jobs at low processor speed and
consumption is a cubic function of the processor speed.  dynamically varying thém, k)-pattern MKgr saves the en-
Two separate sets of experiments were conducted. Inergy that is needed to run mandatory jobs at high proces-
the first set of experiments, we studied the energy-savingsor speeds which are energy consuming. Therefore, more
performance by our hybrid approache., MKgr, com- energy can be saved even though more effective jobs are
pared with the one that uses only the static approaeh, executed.
MKg_sp. We randomly generated the periodic task sets  We next study thém, k)-guarantee capability df1Kgr
with the periods randomly chosen in the rangdid, 50| and MKg. In this set of experiments, we randomly gen-
assuming the deadlines equal to their periods. The worsterated periodic task sets such that within eéahk) uti-
case execution time (WCET) of a task at the high volt- lization interval no less than 100 task sets were schedula-
age mode was set to be uniformly distributed from 1 to ble by MKgr or at least 5000 different task sets have been
its deadline, and the actual execution time of a job was generated for each interval. The results are listed in Ta-
randomly picked from [0.4WCET, WCET]. They and ble 1. As shown in Table 1, when th{en, k)-utilization is
ki for the (m,k)-constraints were also randomly generated low (less than 0.3), thém, k)-guarantee capability between
such thatk; is uniformly distributed between 3 to 10, and MKgr andMKg are very close. However, when t(, k)-

Proof: The details of the proof are presented in [17].0



utilization is relatively high (larger than 0.3Y|Kgr exhibits [3]
a much strongefm, k)-guarantee capability thavlKg. For
example, when thém, k)-utilization is over 0.8, thém, k)- 4]
requirements and thus the QoS levels for more than 50% of [5]
the task sets that can be guaranteed Witzr cannot be
ensured wittMKg.

Overall, the experimental results show that our hybrid
approach based on tiER-pattern helps to significantly im-
prove not only the energy saving performance and QoS lev- (7]
els of a scheduler, but also the range of the real-time systems
with (m,k)-firm guarantee.

(6]

(8]

(mk) || Feasible Task Sets

Util MKcR MKR 9]
0.0-0.1] 100 100
0.1-0.2| 100 100
0.2-0.3]| 100 100 [10]
0.3-0.4 | 100 97
0.4-0.5| 100 85
0.5-0.6 || 100 81 [11]
0.6-0.7 || 100 70
0.7-0.8]| 100 56
0.8:0.9] 100 a7 [12]
0.9-1.0] 100 30

[13]

Table 1. The average numbers of feasible task 4]

sets by MKgr and MKr

6 Conclusions
[15]

Energy consumption and QoS guarantee are two of the
most critical factors for the successful design of pervasive [16]
real-time computing platforms. In this paper, we presented
a hybrid DVS approach to reduce the energy consumption[17]
while guaranteeing the QoS requirement in termgak)-
constraints. Our approach ensures(timek)-firm guarantee
by conducting static analysis based on the evenly distributedy; g
(m,k)-pattern instead of the deeply-red pattern as suggeste
in the previous work. To accommodate the dynamic nature
of run-time environment, a dynamic strategy is proposed [19]
to vary the(m,k)-pattern and a run-time scheduler is con-
structed based on the dual-priority scheme to dynamically
determine if a job should be mandatory or optional as well
as its corresponding processor speed. As shown in our ex{21]
periments, with excellent adaptivity to the run-time condi-
tions, the proposed approach outperforms previous research
significantly in terms of energy savings, QoS levels, as well [22]
as the range of real-systems with, k)-firm guarantee. 23]
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