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Sensors in a wireless sensor network (WSN) are prone to failure, due to the energy depletion, hardware
failures, etc. Fault tolerance is one of the critical issues in WSNs. The existing fault tolerance mechanisms
either consume significant extra energy to detect and recover from the failures or need to use additional
hardware and software resource. In this paper, we propose a novel energy-aware fault tolerance mech-
anism for WSN, called Informer Homed Routing (IHR). In our IHR, non cluster head (NCH) nodes select a
limited number of targets in the data transmission. Therefore it consumes less energy. Our experimental
results show that our proposed protocol can significantly reduce energy consumption, compared to two
existing protocols: Low-Energy Adaptive Clustering Hierarchy (LEACH) and Dual Homed Routing (DHR).

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

A wireless sensor network (WSN) consists of a large number of
sensor nodes that collect meaningful environmental information
and send them to a central repository. The evolution of communi-
cation technologies has motivated applications of WSNs and the
development of wireless communications. Embedded system tech-
nologies make it possible to develop low-cost, low-power, and
small-sized wireless sensor nodes [1-5]. WSNs have infiltrated
every aspect of our daily life, such as home automation monitoring
[6], medical monitoring [7], vehicle anti-theft monitoring [8],
weather monitoring [9], building structures monitoring, and indus-
trial plant monitoring [10-12].

Since WSNs become more and more popular, the quality of ser-
vice provided by a WSN in the aspects of information integrity,
data correctness and transmission in a timely manner have drawn
more and more attention to researchers and system designers.
However, nodes in WSNs are prone to failure due to the energy
depletion, hardware failure, communication link errors, malicious
attacks, etc. Therefore, fault tolerance is one of the most critical is-
sues in WSNs. Fault tolerance is the ability of a system to deliver a
desired level of functionality in the presence of faults [13]. Many
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fault tolerant mechanisms have been proposed and studied. How-
ever, these mechanisms either consume lots of extra energy to de-
tect and recover failures or even need additional hardware and
software resources [14,15].

In this paper, we design a fault tolerance mechanism for WSNs
called Informer Homed Routing (IHR). This algorithm advances the
existing fault tolerance mechnism, such as the Dual Homed Routing
(DHR) [16] mechanism in the aspect that it reduces energy con-
sumption, prolongs the lifetime of a WSN, and transmits more
information in the situation when node faults happen. In our algo-
rithm, instead of sending data information to the primary cluster
head and making backup of cluster head simultaneously, the col-
lector node only sends data when it founds the primary cluster
head fails. This feature of IHR leads to less energy consumption
compared to the DHR. In addition, it can still transmit information
when cluster head faults happen.

We compare the effectiveness of IHR with DHR and Low-Energy
Adaptive Clustering Hierarchy (LEACH) [1] mechanism in the aspect
of energy consuming, throughput, and data loss rate. To achieve
this task, we develop a customizable WSN simulator tool to sup-
port all of LEACH, DHR, and IHR and study the behavior of all these
WSN fault tolerance mechanisms. We add configuration interface
and user interface to this tool for users. The simulation tool can
also be used for further WSN fault tolerance mechanism design
and analysis.

The contributions of this paper can be summarized as the
following:
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e Based on the principles we summarized, we designed and
implemented a novel mechanism called IHR derived from
DHR mechanism used for WSN fault tolerant applications.

e We developed a WSN simulator to support all of LEACH, DHR,
and IHR mechanisms and inject cluster head faults to observe
the robustness of these mechanisms.

The organization of this paper is as follows. We describe related
work and background in Section 2 and 3. In Section 4, we introduce
communication procedures of the IHR mechanism and analyze the
performance of it. The new features in our simulation tool are
shown in Section 5. The evaluation results of IHR mechanism are
presented in Section 6. Conclusions are provided in Section 7.

2. Related work

In this section, we present the related work of fault tolerance
mechanism in WSN and discuss advantages and disadvantages of
different WSN fault tolerance protocols. We also introduce the
existing simulation tool. For the ease of reading, we list the abbre-
viations in Table 1.

There have been studies on fault tolerance in wireless sensor
networks [17,18]. Most of current fault tolerance protocols intro-
duce redundancy. For example, one of the techniques to tolerate
wireless link failure is retransmission, which introduces extra traf-
fic in the network and causes extra energy consumption. Receivers
need to confirm the receipt of messages, which require extra en-
ergy compared to the scheme without retransmission is not re-
quired. when the number of retransmissions is large, the delay is
significant and causes out-of-date information and meaningfulness
lose.

A typical example is the fault tolerance mechanism used in Zig-
bee standard [19]. The IEEE 802.15.4/ Zigbee standard is a low-cost,
low-power, wireless sensor networking stack that has been consid-
ered as a promising technology for WSNs. First, the low cost allows
the technology to be widely deployed in wireless control and mon-
itoring applications. Second, the low power-usage promises longer
life with smaller batteries. However, the Zigbee protocol currently
lacks of efficient fault tolerance mechanisms to support reliability
for real-time applications.

IEEE 802.15.4/ Zigbee supports a native fault-tolerance mecha-
nism called as the orphaned device realignment [20]. This recov-
ery/repair procedure is activated when there are repeated
communication failures in the request for data transmission (e.g.
data frames sent without receiving the requested acknowledg-
ment) between the device and its parent or when the device loses
synchronization with its parent. When a device is found orphaned,
a realignment or a channel re-scan process will be invoked.

A scheme in [21], is provided to tolerate random node failures,
where sensor nodes are assigned two statuses, active and sentry, to
save power. In this scheme, they introduced redundant nodes, sen-
try nodes, which periodically wake up as scheduled to detect
whether the active node has failed or not. If any sentry node finds
the active node has failed, it becomes active. Obviously, this

Table 1

The abbreviation.
Name Meaning
LEACH Low-Energy Adaptive Clustering Hierarchy
DHR Dual Homed Routing
IHR Informer Homed Routing
CH Cluster Head
PCH Primary Cluster Head
BCH Backup Cluster Head
NCH Non Cluster Head
BS Base Station

scheme incurs extra traffic between sentry and active nodes due
to the frequently scheduled detection. Besides, sentry nodes never
collect data that will waste resources of nodes.

In [1], the authors proposed a clustering hierarchy, LEACH, for
micro-sensor networks. This is an effective way to avoid out-of-
power node failures. They developed algorithms for adapting clus-
ters and rotating cluster head positions to evenly distribute the en-
ergy load among all nodes. By maintaining the fairness in the
whole network, the possibility of some sensors being out-of-power
long before others has been reduced. Thus extend lifetime of the
system. However, this method can only postpone most out-of-
power failures, but cannot reduce the data loss when node failures
happen.

In some other fault tolerance mechanism, redundant paths are
used to transmit data to destination, such as 1 +1 DHR in [16]. In
DHR protocol, each cluster has two dedicated cluster-heads and
the data is sent to both the primary cluster-head (primary home)
and the backup cluster-head (backup home) simultaneously. The
cluster heads aggregate data and relay data to the base station
(BS) independently. Although this method can improve system’s
dependability, transmitting data twice is energy consuming.

3. Model and background
3.1. The network topology model

The network topology model used in our simulation tool can be
depicted in Fig. 1. The network has only one sink node. Without
lost of generality, we refer it as BS in the rest of the paper. This sen-
sor network has N sensor nodes uniformly deployed over a square
area. Cluster heads (CHs) are selected with a defined probability,
which equals the ratio of the expected number of CHs to N. CHs
not only forward data, but also sense the environmental informa-
tion and aggregate their own data with the information collected
from their children. Other sensor nodes can be associated with
CHs. These sensor nodes are called as Non Cluster Heads (NCH).
NCHs can communicate with BS through single or multi-hops rout-
ing. Bi-directional symmetrical links are assumed. The maximum
number of hops in this network topology model is two.

3.2. The energy model

Our tool uses the same radio energy model as that in [1]. The
energy dissipation Er(k,d) of transmitting k-bit data between two
nodes separated by a distance of d meters is given as follows:

K(Eetee + &5+ d*)  (d < dy)

4 (1)
k(Ee[ef —+ Emp * d ) (d > do)

ET(k7 d) = {

where dy = \/€rs/émp, Eeec denotes electronic energy, &g and éyp de-
note transmit amplifier parameters corresponding to the free-space
and the two-ray models. The energy dissipation of the receiver is

ER(k) =k Eelec (2)
Also, the energy dissipation of fusing k-bits data is
Ep(k) = k * Egf 3)

where E4 is the energy dissipation of fusing one bit data. The
parameters used in this paper are given below: E4 = 5 nJ/bit, & =
10 pJ/bit/m?, Eqec = 50 n]/bit, eyp = 0.004 pj/bit/m*, and dy.ps > do.

3.3. Fault model
In order to evaluate whether a mechanism used for a WSN is

fault tolerant or not, we need to observe how the network reacts
when faults happen. The existing tools do not support any fault
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Fig. 1. The network topology model.

injection to a network. The only reason a fault happens in the exist-
ing tools is battery depletion. However, there are several other rea-
sons that cause a WSN fails. There are different ways to classify
these faults into different categories based on different criteria.
According to the layer in the network architecture where the fault
happens, the faults could be divided into hardware layer faults,
software layer faults, network communication layer faults, and
application layer faults [22]. According to the time the faults last,
the faults could be divided into ephemeral faults, intermittent
faults, and permanent faults.

In our paper, we tackle hardware faults happen at cluster head.
The hardware faults may be caused by battery depletion, hardware
deterioration, transmitter failure, malicious human behavior, etc.
The impact of this kind of fault is severe, because when a cluster
head fails, its children are cut off from the cluster tree, resulting
in the lost of communication with the outside. This will signifi-
cantly reduce the availability of the sensor network.

To evaluate the robustness and behavior of WSN when faults
happen, we add a fault model in our simulation tool to inject CH
faults into WSN network. The fault generating scheme is as the
following:

For every cluster head, if the time arrival of the kg, fault is Ty,
then the inter-arrival times are defined as follows:

X]ZT],Xk:Tk—Tk,l; fOT k:2,3.’“. (4)

We suppose X; is independent, identical distributed random
variable, and belongs to the classical exponential distribution with
rate parameter A:

fr,(t) = Ax e

The inter-arrival time stream, X;,X,Xs,..., actually forms a
Poisson process. E(X;) equals 1/4, which is the expected value of
X;. Apparently, the larger the 4, the less frequent the faults happen.

To generate the Poisson process, we set the time interval be-
tween two consecutive faults at —1//Inx, where x is uniformly dis-
tributed over 0 and 1.

t>0 (5)

3.4. LEACH and DHR

The LEACH mechanism was invented in 2002 by Heinzelman
[1]. This mechanism was aimed to prolong network lifetime by
changing clusters distribution to keep the fairness of energy con-
sumption in the whole network. This mechanism reduced the pos-
sibility of some sensors being out-of-power long before others.
This method has been proven to be effective. A lot of advanced
fault tolerance mechanisms are designed and developed based on
this mechanism architecture. In the LEACH mechanism, each
NCH choose the nearest CH to join. And there are two phases in

each data transmision: sending data from NCH to their respective
CHs, and sending data from CHs to BS.

Note that the data transmission phase of LEACH mechanism in-
cludes two stages: one is from NCHs to their corresponding CHs,
another stage is from CHs to BS. To simulate cluster heads faults,
we inject cluster heads faults in this phase by using a Poisson dis-
tribution random number generator.

The DHR fault tolerant routing mechanism used for a WSN is de-
rived from the DHR mechanism used for Internet. The basic idea is
each collector node has two CHs associate with it, one is PCH, and
the other is BCH. The collector sensor node sends data information
to both PCH and BCH at the same time. If PCH fails, the data informa-
tion can still be transmitted through the BCH. The problem of this
method is that it wastes energy. In 2008, researchers investigated
and reported the performance of this mechanism used in a WSN
[16]. Their results showed that 1 + 1 DHR minimizes the average loss
probability, until the time of cluster head failures. However, due to
higher energy expenditure, it tends to decrease average throughput,
average end-to-end delay, and network lifetime of a WSN.

In our paper, the DHR mechanism is implemented based on the
LEACH mechanism and implement the mechanism round by
round. In each round, the algorithm goes through the LEACH mech-
anism. We find a backup cluster head for each collector sensor
node. In the DHR mechanism, each CH will broadcast its status to
others. Every NCH will choose it nearest CH, while each CH will
choose the NCH with the most energy left as its BCH. This informa-
tion will be forwarded to this CH’s child nodes. There are also two
phases in data transmission: sending data from the NCH to the cor-
responding CH and BCH both, and sending data from CHs and BCHs
to BS.

4. IHR fault tolerance protocol for WSN

In this section, we first provide an overview of the IHR mecha-
nism. Then describe how the IHR algorithm is implemented. At last
we will give the theoretical analysis of IHR mechanism to show
how it can improve LEACH and DHR in the aspects of dependability
and energy dissipation.

4.1. Our IHR mechanism

To design a good fault tolerant mechanism for a WSN, we need
to keep low data loss rate, maintain minimum energy cost, while
guarantee high throughput and short latency to achieve the goal
of prolonging network’s lifetime.

After studying the LEACH and DHR mechanisms, we identify the
spot that consumes energy in DHR (a mirror backup is very re-
sources consuming) and the spot that is less robust in LEACH.
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Fig. 2. The IHR mechanism communication procedure.

LEACH only prolongs network lifetime by making different nodes
to work as a CH, but it lacks a mechanism to monitor the aliveness
of CH.

Based on the above findings, we designed our own mechanism
IHR, which is derived from DHR, the sensors will dissipate energy.
The DHR sends data to PCH and BCH at the same time, half of the
energy cost is wasted. In our IHR mechanism, instead of sending
data to PCH and BCH at the same time, the collector nodes only
send data to PCH in the regular runtime. In each data transmission
round, the BCH will check the aliveness of PCH based on the beacon
message it receives from PCH. After three rounds, if it cannot re-
ceive any respond message from PCH, it will declare that the PCH
has failed and inform NCHs to transmit data to BCH. In this design,
we can achieve at least the same dependability as DHR. While the
energy cost decreased, it can improve the network throughput and
prolong network lifetime and result in better data loss rate. Be-
cause the beacon packet size is much smaller than the data packet
size, the communication overhead is much less than the data com-
munication energy consumption in DHR.

4.2. IHR Algorithm

In our paper, the IHR mechanism is also implemented based on
LEACH mechanism. We implement the mechanism round by
round. In each round, the algorithm goes through the LEACH mech-
anism, finding a BCH for each NCH. The difference between DHR
and IHR is that the NCH nodes only send data to one of the CHs
at a time. The following pseudo-code in Algorithm 4.1 shows
how the IHR algorithm is implemented. We use the same fault
model as that in LEACH to inject CH faults into network.

One of the communication scenario is shown in Fig. 2. From the
figure we can see that the NCH sends data information to only one
of its CHs, either PCH or NCH. Thus the sensor nodes save a lot of

energy dissipation. As long as one of its CHs is alive, NCH can find
a path to deliver the message it has collected to BS.

Algorithm 4.1 IHR Algorithm

Input: Network setting configuration, number of rounds M,
number of times for data transmission N

Output: A IHR routing scheme

1: Initialize the network topology based on network setting
configuration

2: for rounds_index =1 — M do

3: Select CHs for Clusters.

4: Each CH will broadcast its CH status to other nodes. All
other nodes keep their receivers ON during this phase.

5: The NCHs will choose the nearest CH to join.

6: The CH will choose the node with the most energy left
among all the NCH as the BCH.

7:  After deciding upon the backup clusters, each CH will
transmit this information to its children nodes. All other
nodes keep their receivers ON during this phase.

8: for times_index=1 — N do

9: BCH sends query message to its corresponding PCH to
check the aliveness of PCH.

10: Increment BCH’s query counter.

11: PCH receives message from BCH.

12: if PCH is alive then

13: PCH sends respond message to confirm its
aliveness to BCH.

14: Upon receiving the respond message from PCH,
BCH decrements its query counter.

15: end if

(continued on next page)
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Algorithm 4.1 [HR Algorithm

16: if query counter > 3 then

17: BCH decides the PCH has failed and sends inform
message to its children to make its NCH to send data to
itself next time.

18: end if

19: if NCH receives the informer message from BCH then
20: NCH sends data to its BCH.

21: else

22: NCH sends data to its PCH.

23: end if

24: end for

25: end for

4.3. Performance analysis

In this section we give the theoretical analysis of IHR mecha-
nism to show how it can improve LEACH and DHR in the aspects
of energy dissipation and network dependability.

4.3.1. Energy dissipation analysis

The analysis of energy dissipation is based on the energy model
introduced in Section 2. We use dyx_y to denote the transmission
distance from node X to node Y. Therefore, dy,_pcy means the dis-
tance between node i to node PCH, dpcy_gs means the distance be-
tween PCH to BS, etc. Given m is the number of sensor nodes in a
cluster, k is the size of data message, b is the size of beacon mes-
sage, the energy dissipation of IHR for each cluster in one data
transmission round can be described by the following equations:

When PCH is alive:

Eing = (m — 1)(Er(k, dn,—pcu) + Er(k) + Er(k)) + Er(k, dpcii—ss)
+ 2(Er(b, dpcnpcu) + Er(D)) (6)
When PCH is dead:
Eipg = (m — 2)(Er(k, dn,—pcu) + Er(k) + Ep(k)) + Er(k, dpcti—ss) (7)
Communication cost:
Ecost = 3 * (Er(b, dpcri—pcrr) + Er(b)) + (m — 2)(Er(b, dpcy—n,)
+ Er(b)) (8)

In Eq. (6), the first line represents the energy dissipation between
NCHs and PCH, i.e, the communication process includes NCHs
sending data to PCH, PCH receiving data, and fusing the data into
one data package. The second line is the energy dissipation between
PCH and BS. The communication cost generated by the faults detec-
tion and recovery process in IHR mechanism is described in Eq. (8).
If the ratio of k/b is very large, this communication cost can be
omitted. The Eq. (7) is the energy dissipation after NCH’s transmit-
ting path switching to BCH. There is no more communication cost
occurred in this phase.

By using the same energy model, we can deduct the energy dis-
sipation for LEACH and DHR mechanisms are as Eq. (9) and (10).

ELEACH = (m — 1)(ET(k7 dNi—CH) + ER(I() + E}:(k)) + ET(k7 dCH—BS) (9)

EDHR = (m — 2)(E7(k dN,-—PCH) + ER(k) + Ep(k)) + ET(k7 dPCH—BS)

+ (m — 2)(Er(k, dv,—pcti) + Er(k) + Ep(k)) + Er(k, dpc_ss) (10)
Comparing among all the energy dissipation equations, let’s as-

sume k/b is very large, m is very large, dpcy_ps = dpcy_ps = dcn_ps

and for every i in a cluster dy,_pcy = dn,_scH = dn,—cu, We can con-
clude that Einr ~ Erpacy = ]/ZEDHR.

The number of selected CHs do impact the battery operation
time of the CHs. In extreme cases where there is few CHs selected,
the battery of each CH may run out quickly. Therefore, the selec-
tion of the number of CHs is a tradeoff between total energy con-
sumption and the lifetime of the selected CHs, while a large
number of CHs certainly bring large energy consumption overhead
and a small number of CHs limit the lifetime of batteries of CHs.
However, since this tradeoff exists in both DHR and IHR, our pro-
posed method still has the smaller energy consumption than that
of DHR.

4.3.2. Dependability analysis

If a WSN has n sensor nodes, ¢ of them are CHs, considering CHs’
faults only, if each CH’s fault rate is ¢, we can define the depend-
ability of this network as 1 — ¢°. This means if there is no CH fault,
the network is 100% dependable. Otherwise, the possibility of the
network to be dependable is 1 — &°. If the dependability is 0, it
means the network is dead. The definition is under the assumption
that as long as one of the nodes in a cluster can work fine, we can
get satisfactory information around that area.

Based on the above definition, we can define the dependability
of a network that uses IHR mechanism as the following:

R-1
Dyg = Z(] _ 8251'1HR)/R (11)
i=0
In Eq. (11), R is the number of rounds during the whole network
time, cjyr is the number of CHs in a cluster at round i, and ¢ is the
probability a CH in this network fails. The reason we calculate &? is
that because in IHR, we can find a backup path in each cluster, as
shown in Eqgs. (12) and (13).
In the same way, we can get the dependability of network
which use LEACH and DHR mechanisms

R-1
Dipacs = » (1 — gfumcir) /R (12)
i=0
R-1
Dpug =y (1 — *om) /R (13)

i=0

Because the number of CHs in each round is highly related with
the energy dissipation, based on the conclusion we have in the en-
ergy dissipation analysis section, we can have cjyug ~ Citng > Cipur-
Thus, we can conclude that Diyg > Dpyr > Dygach.

5. New features in our simulation tool

We have developed a simulation tool in order to set network
parameters easily, view the topology changes over the lifetime of
a WSN, observe the behavior of WSN when cluster head faults
are injected, and generate visualized results automatically. One
of the objectives in this design is to provide a user-friendly inter-
face to change the network parameters. Another objective is that
to provide the functionality of observing the topology changes over
the whole simulation period. Most of all, the major objective of this
design is to provide fault models that generated in the failure to
support us to study the characteristic of fault tolerance mecha-
nisms in WSN.

Based on the above reasons, we customize our simulation tool
to support the requirement for WSN fault tolerance analysis. Our
tool has the following advantages:

o A fault model that can be used to study the effectiveness of fault
tolerance mechanisms in WSN.

e A user friendly configuration interface that can decrease the
chance of human error.

e Multiple tabs to display results automatically.
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e A function to visualize topology so that user can observe the
network changes during the whole simulation period.

In this section, we introduce the configuration interface and
presentation interface of our tool for end users and some function
interfaces of our tool for developers to show how to adapt the cur-
rent tool to support new mechanisms. Also we present the fault
model and other mechanisms we add to this tool.

5.1. User interface

5.1.1. The configuration interface

We use C# Windows form project to implement this simulation
tool. C# provides interfaces to draw image. We can run simulation
and see topology changes in the lifetime of a WSN and see the re-
sults immediately. By providing a user interface, it is easier to
change the setup of the WSN parameters and decrease the config-
uration faults dramatically. Our user interface is shown in Fig. 3.

We provide 12 parameters for users to configure the network
setup. The meanings of the parameters are as the followings:

e The number of nodes. This is to define the size of the network,
i.e,, how many nodes are there in the WSN. All the nodes are
uniformly distributed in a 600 x 600 pixels picture box area.
The ratio of pixels to meters is 600/N, where N is the number
of nodes. For example, if we set the network size as 100 nodes,
then the 100 nodes are uniformly distributed in a 100 x 100
squared meters area. Each of six pixels represents one meter.
Number of cluster heads. This parameter is to define the num-
ber of cluster nodes in a WSN. We do not expect the CH/nodes
ratio is too large. If it is too large, the distance between each
cluster is too short, which will increase interference. We accept
the ratio to be less than 0.2.
Base station position X. This parameter is the X coordinate on
the picture box control component on the form. It should be
within the rage of 0 to 600.
e Base station Position Y. This parameter is the Y coordinate on
the picture box control component on the form. It should be
within the rage of 0 to 600.

¥SKSimulationTool

View Exit

Configuration |Topology | Energv Remaining | Dead Nodes | Throughput | Data Loss Rate

e Rounds to Run: This parameter is to determine the duration of a

simulation process.

Cluster head fault rate: This parameter is to determine the value

of J to simulate the CHs faults.

Threshold DO: This parameter is to decide the distance thresh-

old in the energy model.

Hearing distance: This parameter is to define the broadcast dis-

tance, measured in meter unit. Even when there is no channel

established between two nodes, the beacon message can be

received within this distance.

Data Packet Size: This parameter is to determine the size of

the data information sensed by collector nodes, measured in

bytes.

Beacon Packet Size: This parameter is to determine the size of

the beacon message, measured in bytes. The beacon message

can represent the status of a node. All the query messages and

respond messages about aliveness of a sensor node can be

encapsulated in a beacon packet.

Initial energy: This parameter is to define the energy of a node

at the very beginning of a WSN simulation process.

e Algorithms to Simulate: We support three mechanisms LEACH,
DHR and IHR. Users can check the algorithms to simulate.

5.1.2. The presentation interface

Our simulation tool can display the topology for different mech-
anisms. Fig. 4 and Fig. 5 show the topologies at the beginning phase
when using LEACH mechanisms and IHR mechanism, respectively.
We do not show the topology of DHR mechanism, because the DHR
and IHR use the same method to form clusters and to find back up
cluster heads. The beginning phase of DHR will not be much differ-
ent from that of IHR.

Our tool also supports to view the different phases of a specific
mechanism. Fig. 6 shows the 1/4 phase of IHR mechanism. From
the figure we can see, at the 1/4 phase, there are only 36 alive
nodes left, and there are still 10 cluster heads. We can only see 6
clusters in the figure, because there are 4 CHs do not have any chil-
dren. We provide this function for the user to observe the topology
changes during the whole WSN network lifetime.
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Fig. 3. Network configuration user interface.
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Fig. 4. The LEACH topology at the beginning phase.

Cluster Heads
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Fig. 5. The IHR topology at the beginning phase.

6. Performance evaluation of IHR protocol better in the aspect of energy dissipation than DHR and better in
the aspect of dependability than LEACH.
In this section, we present the evaluation results of the IHR

mechanism. We evaluate the IHR in the aspects of energy con- 6.1. Environment setup
sumption, dead nodes, throughput, and data loss rate. We compare
these results to those of LEACH and DHR, the simulation results are In this subsection we present the environment setup for the

consistent with our theoretical analysis showing that IHR performs evaluation of the IHR mechanism. The simulation is running for
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Alive nodes
36
Cluster Heads
10

Fig. 6. The IHR topology at the second phase.

500 rounds; the network size is 100 nodes; we have 10 clusters;
data packet size is 4000 bytes; beacon (include both query message
and respond message) message size is 20 bytes; the dO in the en-
ergy model is 50 m; the BS is at (300, 300) on the picture box control
component, and the initial energy for each node is 3.0 J/Battery.

To simulate faults, we use Poisson distribution to schedule a
time T when CH faults is expected to inject into the network. The
fault rate at 0.5 means at time T, 50 percent of CHs will fail.

6.2. Simulation results

In this subsection we will present the simulation results. Fig. 7
shows the Energy Remaining in each round. In Fig. 7, there are 6
curves. We show two different situations for each algorithm.
LEACH: O/DHR: 0/ IHR: O is the situation when no CH fault is in-
jected. {LEACH: 0.5/ DHR: 0.5/ IHR: 0.5} is the situation when CH
faults are injected at rate 0.5.

From the figure we can see, when there is no fault injected, the
energy remaining of DHR is much lower than that of the other two
algorithms. The reason is that, in DHR, sending data to two cluster
heads at the same time is too energy consuming. When the cluster
heads fault rate is at 0.5, IHR is better than LEACH, and LEACH is
better than DHR, because the collecting mechanism in IHR saves
a lot of energy dissipation.

[ LEACH:0

DHR:0 7ZIHR:0

B LEACH:0.5

Table 2

Energy remaining value without fault injection.
LEACH DHR IHR
79.59] 18.87] 89.13]

Table 2 shows the energy remaining value in the last round
when there is no fault injected to the network.

From the table we can see the energy remaining in IHR is much
more than that of in DHR. The result confirms our conclusion that
the IHR can save energy dramatically than that of DHR, while it has
nearly the same energy dissipation rate as that in LEACH.

Fig. 8 shows the number of dead nodes in each round. There are
6 curves. We show two different situations for each algorithm.
{LEACH: 0/ DHR: 0/ IHR: 0} is the situation when no CH fault is in-
jected. {LEACH: 0.5/ DHR: 0.5/ IHR: 0.5} is the situation when CH
faults are injected at rate 0.5.

From the figure we can conclude, when there is no fault in-
jected, the number of dead nodes of DHR is much larger than the
other two algorithms. This also demonstrates that DHR is energy
consuming and the lifetime of it is shorter than the other two.
When the cluster heads fault rate is at 0.5, all nodes are dead at
round 320 when using DHR algorithm, while all nodes are dead
at round 370 for IHR and LEACH. This shows that IHR has longer
lifetime than that of DHR.

Table 3 shows the dead nodes value in the last round when
there is no fault injected to the network. From the table we can
see the number of dead nodes in IHR is much less than that of in
DHR. The result also confirms our conclusion that the IHR can save
energy dramatically than DHR.

Fig. 9 shows the throughput in each round. The value of
throughput is calculated as the accumulative size of unique data
transmitted to BS successfully at each round. So in DCH, the re-
ceived data by BS is only calculated once. We show two different
situations for each algorithm. LEACH: O/DHR: 0/ IHR: O is the situ-
ation when no CH fault is injected. LEACH: 0.5/DHR: 0.5/ IHR: 0.5 is
the situation when CH faults are injected at rate 0.5.

To calculate the throughput, we only count the unique data col-
lected from each data transmission process. DHR sends duplicate
data, but we only count once. This is the reason the throughput
of DHR is much lower than the other two algorithms. When CH
faults are injected, the throughput of IHR is much higher than
the other two. The throughput of IHR is higher than LEACH is
because it provides alternative path for NCHs when CHs faults
happening, while LEACH does not do this. Thus, more data infor-
mation can be delivered to BS, resulting in higher throughput in
this mechanism. The throughput of IHR is higher than DHR, be-

& DHR:0.5 = IHR:0.5
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Fig. 7. Energy remaining in each round.



268 M. Qiu et al./Journal of Systems Architecture 59 (2013) 260-270

[1LEACH:0 DHR:0 IHR:0 B LEACH:0.5 5 DHR:0.5 i [HR:0.5

100 3 E

= = Sl

L : : o al

- B B |

[} ) i + B - R

B 27 2 ks z = i :

c X £ i 5 R

s 3 o e F 2 l | i

o 407 - : =l H : =0 E

(=) g - e = = SR L

Z 3 LB 2 - - (]
1 B el P " a o 1-{all

® 1 : clIER G BN G o [ INE

- e | R X - tal 4

N EREN G 9 | N

Q fm— . - L = - = [}

1 51 101 151 201 25 300
Round
Fig. 8. Number of dead nodes in each round.
Table 3 Table 4
Number of dead nodes without fault injection. Throughput With Fault Rate 0.5.
LEACH DHR IHR LEACH DHR IHR
33 72 31 333952 KB 307276 KB 388520 KB

cause the collecting mechanism of it saves a lot of energy dissipa-
tion. Thus the nodes in IHR work longer than those nodes in DHR,
and more data information can be collected and relayed to BS.

Table 4 shows the throughput value in the last round when CH
faults are injected to network at rate 0.5. From the table we can see
the throughput of IHR is higher than the other two. This confirms
our conclusion that IHR has the best dependability among the
three mechanisms we implement. Thus its throughput is the high-
est during the whole simulation time.

Fig. 10 shows the data loss rate when different CH faults are in-
jected at different rates. The data loss rate is calculated as the fol-
lowing formula:

ideal_throughput — actual_throughput
ideal_throughput

(14)

The ideal_throughput is the throughput when no node is dead during
the whole simulation period. From Fig. 10, we can see that IHR has

the lowest data loss rate, while DHR has the highest data loss rate.
This is because DHR is energy consuming and more nodes are dead
in DHR collecting mechanism.

The simulation results confirm our theoretical analysis that IHR
can perform better in the aspect of energy dissipation than that of
DHR and performs better in the aspect of dependability than that
of LEACH. The disadvantage of IHR protocol is that it will bring
communication overhead. However, the experimental results show
that the energy consumption of the communication overhead can
be compensated by the energy saved from avoiding the redundant
transmission. Another concern of the IHR protocol is that how long
it will take the backup cluster head to find out that its primary
cluster head has failed. The longer it takes, the more meaningful
sensed data will be lost.

In some extreme cases we know, it is possible that certain NCHs
cannot find and join a CH. This is a reliability issue in the design.
But the chance is very very low. There are many general techniques
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Fig. 9. Throughput in each round.
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for enhancing the system reliability. For a specific high perfor-
mance design on this scenario, we will investigate and solve it in
our future work.

The failure rate of the sensor in the wireless sensor network
varies. In our approach, the collector only send data to the PCH, in-
stead of sending data to both PCH and BCH. And the BCH will check
the aliveness of PCH in every period of time. In the case that the
PCH has failed, the data will be send directly to the BCH. Mean-
while, when the BCH has failed, the sub-nodes in this cluster will
be re-cluster to one cluster in the neighborhood by using the
LEACH mechanism. The delay of the end to end communication
when the PCH has failed can be limited by reducing the period time
between two aliveness checks of a PCH, since the shorter period
leads to a smaller set of data that needs to be re-send.

7. Conclusion and future work

In this paper, we summarized the principles to design fault tol-
erance mechanisms for a WSN. Based on the principles, we de-
signed and developed our own fault tolerance mechanism, called
IHR. We developed a customized simulation tool to support these
mechanisms, i.e., LEACH, DHR and IHR, with a fault injection func-
tion in order to evaluate the robustness of our mechanism. The
experimental results showed that compared to DHR and LEACH,
IHR can save energy consumption significantly and result in lower
data loss rate.

In our proposed method, we assume that NCHs are able to find
their nearest CH. However, in some extreme cases, some of the
NCHs cannot find and join a CH. This may lead some reliability is-
sues in the proposed method. In the future work, we will further
investigate the method to solve this issue. Meanwhile, message
may be corrupted or lost, because of imperfections in point-to-
point communication, especially if the communication medium
is wireless. Certain level of relief against this issue can be provided
by link layer protocols. For example, we can implement a simple
automatic repeat request (ARQ) scheme as the link layer packet lost
recovery scheme in our proposed method. Such an evaluation will
be conducted in the future work.
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