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Abstract

Energy Consumption and Quality of Service (QoS) are
two primary concerns in the development of today’s per-
vasive computing systems. While most of the research in
energy-aware real-time scheduling has been focused on
hard real-time systems, we study the problem of minimiz-
ing energy for soft real-time systems with the requirements
of QoS-guarantee. In this paper, the QoS requirements
are deterministically quantified with the (m, k)-constraints,
which require that at least m out of any k consecutive jobs
of a task meet their deadlines. A dynamic DVS algorithm is
presented to reduce the energy while guaranteeing the given
(m, k)-constraints. The simulation results demonstrate that
our proposed techniques can achieve significant energy sav-
ing performance while ensuring the QoS guarantee.

1 Introduction

Power aware computing has come to be recognized as
a critical enabling technology in the design of pervasive
real-time embedded systems. A large number of techniques
(e.g., [3, 10, 30]) have been proposed to reduce the energy
consumption of real-time computing systems. Most of these
techniques have targeted the hard real-time systems, i.e.,
the systems requiring that all the task instances meet their
deadlines. However, many practical real-time applications
exhibit more complicated characteristics that can only be
captured with more complex requirements, generally called
the Quality of Service (QoS) requirements. For example,
some applications may have soft deadlines where tasks that
do not finish by their deadlines can still be completed with
a reduced value [15] or they can simply be dropped with-
out compromising the desired QoS levels. The techniques
based on the traditional hard real-time systems become in-
efficient or inadequate when QoS requirements are imposed
on the systems.

Recently, there has been increasing interest that incorpo-
rates DVS techniques in real-time scheduling to deal with
the power/energy conservation with QoS constraints simul-
taneously. These approaches can be in general classified
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into two categories: the best-effort approaches and the guar-
antee approaches. The best-effort approaches (e.g. [28, 26,
16, 18]) intend to enhance the QoS of the system and mini-
mize the power/energy consumption in the context of power
aware scheduling, but with no assurance to either of them.
The guarantee approaches, on the other hand, optimize the
energy usage with QoS-guarantee in mind. A predominated
portion of the current guarantee research in power aware
scheduling has to do with the statistic service guarantee,
e.g. [22,9].

The statistic guarantee ensures the quality of service in
a probabilistic manner which can be problematic for some
real-time applications. To provide the real-time system with
deterministic QoS, the systems should not only support the
overall guarantee of the QoS statistically, but also be able
to provide the lower bounded, predictable level of QoS at
each specified time interval. The (m, k)-model, proposed
by Hamdaoui et. al. [7], is such an effort in this endeavor.
According to this model, a repetitive task of the system is
associated with an (m, k)(0 < m < k) constraint requiring
that m out of any k consecutive job instances of the task
meet their deadlines. A dynamic failure occurs, which im-
plies that the temporal QoS constraint is violated and the
scheduler is thus considered failed, if within any consecu-
tive k jobs more than (k —m) job instances miss their dead-
lines. West et. al. [29] introduced another model, called
the window-constrainted model, which requires that at least
m jobs over any non-overlapped and consecutive windows
containing k jobs meet their deadlines.

For its intuitiveness and capability of capturing not
only statistical but also deterministic QoS requirements,
(m, k)—model has been widely studied, e.g., [4, 23, 7, 25,
8]. Quan et. al. [23] formally proved that scheduling with
(m, k)—guarantee is NP-hard in strong sense. To guarantee
the (m, k)-constraints, Ramanathan er. al. [25] first pro-
posed a strategy to partition the jobs into mandatory or op-
tional jobs. The mandatory jobs are jobs that must meet
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their deadlines in order to satisfy the (m, k)-constraints,
while the optional jobs can be executed to further improve
the quality of the service or simply be dropped. To en-
sure the schedulability of mandatory jobs, they introduced
a closed-form formula based on the exact worst case re-
sponse analysis similar to that in [12]. Quan ef. al. [23]
improved the partitioning strategy by reducing the maximal
interference between the mandatory jobs. Bernat et.al. [5]
proposed to use Bi-Modal scheduler to schedule the sys-
tems with (m, k)—constraints. The tasks are first scheduled
according to the generic scheduling policy in the normal
mode, and switched to panic mode if the dynamic failure is
likely to occur. All these work primarily targeted at systems
with fixed priority assignment. Note that, even with the win-
dow constraints, the guaranteed scheduling problem is still
NP-hard as shown in [1]. Deterministic assurance with this
model can only be guaranteed for very limited range of sys-
tems, such as those that all tasks have the same unit size
execution times [1]. None of these approaches have taken
energy/power consumption into consideration.

In this paper, we study the problem of reducing the
energy consumption for real-time systems with (m,k)-
guarantee requirement. Our approach consists of two
phases. In the offline phase, the necessary and sufficient
conditions to ensure the schedulability for the mandatory
jobs are developed, which are then used to determine the
processor speed associated with each task. In the online
phase, the mandatory job sets are dynamically varied to ac-
commodate the dynamic nature of real-time embedded sys-
tems with (m, k)-constraints. Through our extensive ex-
periments, the results show that our proposed approach can
significantly improve the energy savings over previous ones
while guaranteeing the (m, k)-constraints.

The rest of the paper is organized as follows. Section 2
introduces the system models and formulate our problem.
Section 3 presents some theoretical results that form the ba-
sis for our techniques. Section 4 introduces our new ap-
proach in more detail. The effectiveness and energy effi-
ciency of our approach are demonstrated using simulation
results in section 5. In section 6, we offer conclusions for
this paper.

2 System models

The real-time system considered in this paper contains n
independent periodic tasks, 7 = {79, 71, -+, Th—1}, sched-
uled according to the earliest deadline first (EDF) pol-
icy [14]. Each task contains an infinite sequence of peri-
odically arriving instances called jobs. Task 7; is character-
ized using five parameters, ie., (T;, D;, C;, m;, k;). T;
D;(D; <T;), and C; represent the period, the deadline and
the worst case execution time for 7;, respectively. A pair of
integers, i.e., (m;, k;) (0 < m; < k;), represent the QoS
requirement for 7;, requiring that, among any consecutive
k; jobs of 7;, at least m; jobs must meet their deadlines.
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The DVS processor used in our system can operate
at a finite set of discrete supply voltage levels V
{1, .. Vinaxz }, each with an associated speed. To sim-
plify the discussion, we normalize the processor speeds to
Smaz, the speed corresponding to V4., which results in

S={S1,..,1}.

3 Meeting the (m,k)-constraints
To reduce energy consumption for real-time systems

while guaranteeing the (m, k)-constraints, we can partition
the jobs into mandatory/optional jobs statically or dynam-
ically. In this section, we study the properties of two spe-
cial statically defined mandatory/optional partitions. These
properties form the basis for our energy saving approaches
in section 4.

3.1 Deeply-Red Partition
The first partition strategy is called deeply-red partition

or R-partition, proposed by Koren emph et.al [11]. Accord-
ing to this scheme, a job 74, i.e., the jth job of task 7;, is
determined to be mandatory if

0<jmodk; <m; j=0,1,2,... (1

The following theorem provide us a necessary and suffi-
cient condition based on the work demand analysis strategy
similar to those in [32] and [13] to predict schedulability for
the mandatory jobs determined by the R-partitions.

Theorem 1 Let system T = {19, 71, ..., Tn—1}, Where 7;
{T;, D;,C;,m;, k;}, R be the mandatory job set accord-
ing to their R-partitions, and L be either the ending point
of the first busy period or the least common multiple of
T;,i =0, ..., (n—1), whichever is smaller. Also, let W (0,t)
represent the total workload from R that arrive at or after
time 0 and have to be finished before t. Then R is schedu-
lable iff all the mandatory jobs arriving within [0, L] can
meet their deadlines, i.e.

> o Wi0,t) <t )
forallt < Landt=pT;+ D;,p € Z,pmodk; < m;,i =
0,...,n—1;

3.2 Evenly Distributed Partition
The second partitioning strategy that we study is called

the evenly distributed partition, or E-partition, proposed by
Ramanathan [25]. According to this strategy, a job 75, i.e.,
the j*" job of task 7;, is determined to be mandatory if

ks
>< —_—
ki m; .
and it is optional otherwise.

The mandatory/optional job partitions according to
equation( 3) has the interesting property that it helps to
spread out the required jobs evenly in each task along the
time.

J=0,1,2,.., 3



4 Dynamic DVS scheduling for the task set
with (m, k)-constraints

After presenting the schedulability results for a task set
with (m, k)-constraints, we are now ready to introduce our
approach to reduce the energy consumption for this type of
applications. In this section, we will propose a dynamic
DVS scheduling algorithm to minimize the energy con-
sumption while guaranteeing the (m, k)-constraints. Our
algorithm consists of two phases: an off-line phase followed
by an on-line phase. During the off-line phase, to ensure the
(m, k)-constraints, the feasibility of the mandatory job sets
with the static R-partitions is tested and the speeds for the
mandatory jobs are slowed down at the task level. During
the on-line phase, the mandatory/optional job partitioning
is dynamically adjusted to achieve better energy saving per-
formance while guaranteeing the (m, k) requirements.

4.1 The off-line phase

Once the mandatory jobs are defined with the static R-
partition, an intuitive approach to dynamically scale the pro-
cessor speed is to adopt the well-known algorithm as intro-
duced in [30], which can compute the voltage schedule for
arbitrary job sets to optimize the energy consumption. How-
ever, the problem with this approach is that it can achieve
the optimal energy conservation only under the assumption
that the supply voltage for the processor can vary continu-
ously, which is not practical, or the energy savings can be
severely degraded, especially when there are only a few dis-
crete voltage levels available in the commercial processors.

In the off-line phase of our approach, we tried to slowed
down the processor speed at the task level first. In order
to choose the best speed assignments that can optimize the
energy savings, some classic exhaustive search algorithms
such as branch-and-bound can be adopted to find the op-
timal solution. Next, we can further improve the energy
performance at the on-line phase.

4.2 The online phase

Once the mandatory job sets are statically determined at
the off-line phase, we can further reduce the energy con-
sumption by varying the job partitions dynamically at the
online phase. Algorithm 1 presents the salient part of our
on-line scheduling algorithm.

As shown in Algorithm 1, two job ready queues are
maintained: the mandatory queue (Qp;) and the optional
queue (Qp). Upon arrival, a job is determined as manda-
tory job or optional job based on the execution results of
the k; — 1 jobs in the most recent history. It is determined
as mandatory only if one more deadline miss will incur dy-
namic failure. The optional jobs are put in the @ p, and the
mandatory jobs will be put in the (.

The jobs in QQp; have higher priority than the jobs in
Q@ p, and will be executed following the EDF scheme with
the corresponding speeds determined during the off-line
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Algorithm 1 The online phase of the dynamic approach.
(Algorithm M Kpy n)

1: Input: two job ready queues(Q s and Q) p).

2: if Qs is not empty then
Run jobs in (s according to EDF;
4: else if Q p is not empty then
5:  teyr = the current time;
6:  t, =the earliest arrival time of the coming mandatory
jobs;
J =jobs in Qp:
Select and run J; € J, non-preemptively if
Crem(J;) < (min{d;, t,} — teur) and AE; is maxi-
mal;

9: /I Crem(J;) is the remaining execution time of J;;
10:  // d; is absolute deadline of .J;;
11: end if

b

o =

phase. Since some jobs in the () p can also meet their dead-
lines, it provides us more opportunities to vary the manda-
tory/optional job partitions correspondingly to save energy
because the execution of an optional job helps to reduce the
possibility of having to run mandatory jobs at high proces-
sor speeds in the future. On the other hand, it is not difficult
to see that there may be more than one optional jobs avail-
able in the @ p, and selecting which one to execute may
have profound impacts for the future job executions. While
the jobs in the ) p can be simply run at the lowest speed, we
use a more delicate heuristic to achieve better energy saving
performance. Specifically, when the @), is empty, we first
compute the speed S; that is required to finish each optional
job in the @Qp by the earliest arrival time for the coming
mandatory jobs or its own deadline, whichever is smaller.
Then those optional jobs with required speed less than their
predetermined speed S; will be chosen as candidate jobs.
After that, the energy gain A F); for each candidate job J; is
computed, which is defined as AE; = E(S;)- E(S;), where
E(S;) is the energy consumption of .J; under its predeter-
mined speed and I (Sz) is the energy consumption of J; un-
der its required speed. The candidate job that has the largest
energy gain A E; will be chosen to be executed. The chosen
optional job will be executed non-preemptively to guarantee
it can meet the deadline.

The energy efficiency of our dynamic approach lies
in the fact that it adjusts the mandatory/optional partition
adaptively with the run-time condition. It is particular effi-
cient considering the fact that the actual execution time of a
task can be much smaller than its worst case execution time.
Moreover, during the execution of jobs in (s, the dynamic
resource reclaiming techniques similar to the ones in [3, 10]
can be exploited to further reduce the energy. To ensure the
effectiveness and efficiency of the dynamic approach, we
have the following theorem.



Theorem 2 Ler T = {T07T1, ...,Tnfl}, where T, = {Tz»
D;, C;, my, ki }. Algorithm 1, with complexity of O(n), can
ensure the (m, k)-requirements for T if T is schedulable
under R-partition.

S Experimental results

In this section, three different approaches are studied
using experiments. For the first approach, the task sets
were statically partitioned with E-partition and all manda-
tory jobs from each task were executed with the highest
speed. We referred this approach as (M K n,pys) and used
its results as the reference results. For the second approach
(M K gr), the task sets were also statically partitioned with
E-partition. But the processor speeds of the mandatory jobs
for each task were slowed down according to the static ap-
proach introduced in [24]. The third approach M Kpy n
is our dynamic approach, as explained in section 4. For
all of the approaches to be compared, when dynamic slack
time was available due to the early completion of mandatory
jobs that did not present their worst case execution time, it
was reclaimed using techniques similar to those introduced
in [3, 10]. We assumed the processor model we used had
five discrete voltage levels and the corresponding normal-
ized speed frequencies were (0.2, 0.4, 0.6, 0.8, 1.0).

We first studied the energy-saving performance of these
three approaches. The periodic task sets tested in our ex-
periments were randomly generated with the periods ran-
domly chosen in the range of [10ms, 50ms| and the dead-
lines are assumed to be equal to their periods. The worst
case execution time (WCET) of a task at the high volt-
age mode was set to be uniformly distributed from 1 to
its deadline, and the actual execution time of a job was
randomly picked from [0.4WCET, WCET]. The m; and
k; for the (m,k)-constraints were also randomly gener-
ated such that k; is uniformly distributed between 2 to 10,
and m; < k;. To investigate the energy performance of
different approaches under different workload, we divided
the total (m, k)-utilization, i.e., ), “,:Z%, into intervals of
length 0.1. To reduce the statistical errors, we require that
each interval contain at least 20 task sets schedulable with
MK py n, or until at least 5000 task sets within each inter-
val have been generated. The energy consumption for each
approach was normalized to that by M Kn,pyvs, and the
results are shown in Figure 1.

From Figure 1, compared with applying dynamic slack
reclaiming alone on E-partitions, slowing down the speeds
at the task level first and then applying dynamic slack re-
claiming has much better energy saving performance. For
example, M K g1 can reduce the energy consumption by up
to 48% when compared with M K ,pyvs. Dynamically ad-
justing the partitions can reduce the energy much further.
For example, compared with M Ky,pvs, MKpyn can
reduce the energy by up to 72%. Even when compared
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Comparison of Energy Consumption
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Figure 1. The energy consumption by the dif-

ferent approaches.
with M K g1, M K py n canreduce the energy by more than
30% on average. The largest energy reduction can be up to
50%. It is also interesting to notice that M K py v has better
energy-saving performance than M Ky,pyvs and M Kgr
even though more jobs were executed with M K py . This
is because selectively scheduling the optional jobs at rela-
tively lower processor speeds helps to alleviate the pressure
to run the mandatory workload at higher processor speeds
in the future.

We next study the (m, k)-guarantee capability of M K g
and M Kpypn. In this set of experiments, we randomly
generated periodic task sets such that within each (m, k)
utilization interval no less that 100 task sets were schedula-
ble by M K g7 or at least 5000 different task sets have been
generated for each interval. We collected the number of
feasible task sets as well as the total number of jobs within
LCM (k;T;),i = 0,...,n — 1, that can meet their deadlines
(called the effective jobs) by each approach. These numbers
are normalized to that by M K g and listed in Table 1.

As shown in Table 1, by distributing the manda-
tory jobs for each task evenly, M Kgr in general has a
stronger (m, k)-guarantee capability than M K py n, espe-
cially when the utilization is high. On the other hand, when
M Kpy n can feasibly schedule a task set, it tends to pro-
vide better QoS levels since because more effective jobs
met their deadlines by M Kpy . The QoS improvement
can be up to 39% when the utilization is relatively low be-
cause there is more space to schedule the optional jobs with
lower speeds. Even when the utilization is higher, the QoS
of M K py y is still better than the other approaches due to
the successful scheduling of the optional jobs. On the other
hand, even though more jobs were scheduled by M K py n,
the energy consumption by M Kpy x was much less than
the other approaches(as shown in Figure 1).

6 Conclusions

Low power/energy consumption and QoS guarantee are
two of the most critical factors for the successful design
of pervasive real-time computing platforms. In this paper,



(m, k) || Schedulable Task Sets Effective Jobs
Util MKgrp MKpy N MKgp | MKpyn
0.0-0.1 100 100 100 213.6
0.1-0.2 100 100 100 187.2
0.2-0.3 100 100 100 181.9
0.3-0.4 100 97 100 191.1
0.4-0.5 100 85 100 165.7
0.5-0.6 100 81 100 139.0
0.6-0.7 100 77 100 140.0
0.7-0.8 100 70 100 127.6
0.8-0.9 100 65 100 118.5
0.9-1.0 100 54 100 108.8

Table 1. Average number of schedulable task
sets and effective jobs of M Kg7 and M Kpy
for randomly generated task sets

we first presented the necessary and sufficient conditions to
check the schedulability for the static mandatory/optional
workload partitioning. Then we proposed a dynamic DVS
scheduling algorithm to achieve the dual goals of QoS
guarantee and energy minimization. As shown in our ex-
periments, with excellent adaptivity to the run-time envi-
ronments, the proposed DVS scheduling algorithm outper-
forms previous research significantly in terms of both en-
ergy savings and QoS levels that can be provided.
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