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This paper addresses the energy minimization issue when executing real-time applications that have
stringent reliability and deadline requirements. To guarantee the satisfaction of the application’s reliabil-
ity and deadline requirements, checkpointing, Dynamic Voltage Frequency Scaling (DVFS) and backward
fault recovery techniques are used. We formally prove that if using backward fault recovery, executing an
application with a uniform frequency or neighboring frequencies if the desired frequency is not available,
not only consumes the minimal energy but also results in the highest system reliability. Based on this

ge\;';gords" theoretical conclusion, we develop a strategy that utilizes DVFS and checkpointing techniques to execute
Checkpointing real-time applications so that not only the applications reliability and deadline requirements are guaran-

teed, but also the energy consumption for executing the applications is minimized. The developed strat-
egy needs at most one execution frequency change during the execution of an application, hence, the
execution overhead caused by frequency switching is small, which makes the strategy particularly useful
for processors with a large frequency switching overhead. We empirically compare the developed real-
time application execution strategy with recently published work. The experimental results show that,
without sacrificing reliability and deadline satisfaction guarantees, the proposed approach can save up
to 12% more energy when compared with other approaches.

Transient fault

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

Power/energy consumption and system reliability have become
increasingly critical in real-time system designs. As IC technology
continues to scale, more and more transistors are integrated into
a single chip causing power consumption to increase dramatically.
In the meantime, as the aggressive scaling of CMOS technology
continues, transistors become more vulnerable to radiation related
external impacts [22], which often leads to rapid system reliability
degradation. As reliability issues become more prominent, many
design techniques dealing with the interplay of energy consump-
tion and reliability are proposed [15,11].

However, power/energy conservation and reliability enhance-
ment are often at odds. Taking the Dynamic Voltage and Frequency
Scaling (DVFS) as an example, DVFS is a widely used technique for
power management [31]. Recent work [25,28] has shown that
transient fault rate increases dramatically when supply voltage
for an IC chip is scaled down. Hence, more system resources are
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needed to recover from transient faults. Furthermore, real-time
applications often have deadline constraints, reducing a task’s
working frequency increases its execution time and hence poten-
tially causes tasks to miss their deadlines. As a result, it becomes
a challenge to design a system that consumes the least amount
of energy, but at the same time guarantees that both reliability
and deadline constraints are satisfied.

To recover from transient faults, a commonly used technique is
to utilize the slack time, i.e. the time differences between an appli-
cation’s completion time and its deadline, to do backward fault
recovery [2]. Task re-execution and checkpointing are two com-
mon techniques used for backward fault recovery. With these tech-
niques, when a fault occurs, the computation is repeated from the
most recent checkpoint, rather than from its beginning. However,
taking a checkpoint also takes time and consumes energy. Hence,
where and when to take checkpoints during the application’s exe-
cution needs to be well planned.

In this paper, we study a strategy that utilizes DVFS, check-
pointing and fault recovery techniques to minimize energy con-
sumption and at the same time guarantee the satisfaction of
reliability and deadline constraints required by the application.
The main contribution of the paper is threefold. First, it formally
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proves that using backward fault recovery, if a processor actively
executes an application for the same time duration, then executing
the application with the same frequency, or neighboring frequen-
cies if the desired frequency is not available, not only consumes
the minimal energy but also results in the highest system reliabil-
ity. Second, it presents algorithms for quickly determining an
application’s execution strategy, checkpointing strategy and fault
recovery strategy, respectively. The proposed strategies not only
guarantees both reliability and deadline requirements, but also
minimizes the energy consumption. Third, it empirically evaluates
algorithms by comparing them with those found in recent
literature.

The rest of the paper is organized as follows. Related work is
discussed in Section 2. Section 3 first introduces models and defi-
nitions used in the paper and then formally defines the problem
to be addressed. The theoretical foundations are established in Sec-
tion 4. Task set execution strategy and checkpointing strategy
determinations are provided in Section 5 and Section 6, respec-
tively. Section 7 presents the empirical evaluations. Finally, the
conclusion is given in Section 8.

2. Related work

There has been increased research focusing on using DVFS and
fault recovery strategy to minimize energy consumption and guar-
antee the reliability and deadline constraints.

Research found that lowering task execution frequency reduces
processor’s energy consumption [29,14]. In addition, Rizvandi
showed that there is an optimal processor operation frequency
that minimizes processor energy consumption [29]. However, the
downside of using DVFS to lower processor execution frequency
is that the lower the execution frequency, the higher the transient
fault rate [14], and the lower the reliability if no actions are taken
to deal with the increased transient fault rate. When fault recovery
is not considered, Aupy et al. [30] proved that executing the whole
task under the same frequency not only achieves the minimal
energy but also the highest reliability.

Fault recovery technique usually uses a portion of slack time,
i.e. the time difference between task’s deadline and its execution
time, to re-execute the failed tasks to improve system’s reliability.
To maintain system’s required reliability, while at the same time,
minimize the energy consumption, some heuristics as to how to
decide the portion of slack time for fault recovery and task execu-
tion frequencies are proposed. Zhu et al. [25] developed the longest
task first (LIF) and the slack usage efficiency factor (SUEF) based
approaches [17]. Zhao et al. improved these approaches and pro-
posed the shared recovery technique, which allows all tasks to
share the reserved slack time, but only allows a single fault recov-
ery during the entire application’s execution. Recently, Zhao et al.
[27] further extended the work and developed the generalized
shared recovery approach which allows multiple fault recoveries.
In addition, they also developed a uniform frequency (UF)
approach and a heuristic incremental reliability configuration
search (IRCS) algorithm to determine tasks’ execution frequency.
UF selects the lowest uniform frequency that satisfies the reliabil-
ity and deadline requirements to execute the whole application.
IRCS essentially adopts a dynamic programming approach and
searches for a suitable frequency for each task to maximize energy
savings.

However, task re-execution recovery strategy requires the
entire task to be re-executed if a fault occurs. This strategy results
in a large recovery cost if the tasks have long execution times and
hence compromises energy saving performance. An alternative
approach is to use a checkpointing strategy.

The optimal checkpointing strategy for single task execution is
studied by Zhu et al. [28]. However, real-time applications often

consist of multiple tasks with precedence relationship among
tasks. Hence, the approach developed for single task execution
may not be directly applied to task set execution where the reli-
ability requirement is enforced on the task set, rather than on a sin-
gle task. Punnekkat et al. [5] have studied the checkpointing
strategy and developed a heuristic approach to decide where to
take checkpoints for a task set. However, their approach is based
on the assumption that the number of fault occurrences during
the application’s execution is given. Such an assumption is not
appropriate for DVFS enabled systems as tasks may be executed
under different frequencies which may result in different fault arri-
val rate.

Different from the work mentioned above, we study check-
pointing strategy and task execution strategy for a set of depen-
dent tasks on a DVFS enabled platform. Our goal is to minimize
system’s energy consumption without compromising reliability
and deadline guarantees. In our work, we do not assume the num-
ber of fault occurrence is known at a prior.

3. System models and definitions

In this section, we introduce the models and definitions the rest
of the paper is based upon.

3.1. Models

3.1.1. Processor model

The processor is DVFS enabled with g different working fre-
quencies, ie. F={fy,....f,} with f;<f; if i<j, and
fl :fmiqu :fmax'

In the following discussion, we assume the frequency values are
normalized with respect to f .., i-€. frnax = 1.

3.1.2. Application model

An application considered in this paper contains a set of tasks
and is modeled as a directed acyclic graph [9], i.e.,, A = G(V,E). Each
task in the application is represented by a vertex »; € V in the
graph, the dependency between two connected tasks is repre-
sented by a directed edge e; = (v;, vj) € E. The application repeats
periodically with a period p and the end-to-end deadline require-
ment for one iteration is D < p.

An example of an application task graph is given in Fig. 1. Task
v;'s worst case execution time (WCET) under the maximum fre-
quency f .., is denoted as c;. We further assume the data transmis-
sion time cost on the edges is negligible.
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Fig. 1. DAG-based application.
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3.1.3. Energy model

The energy model used in this paper is the same as in
[26,19,28]. In particular, the power consumption of a system under
operating frequency f is:

P(f) = Ps + hPy = Py + h(Pig + Cef") @

where P; is the static power used to maintain the system in a
standby state. The static power cannot be saved unless the system
is turned off. P, is the active power used when the system is in
the working state. P, has two components, frequency independent
power (Piyq), such as the power used for memory and I/O opera-
tions, and frequency dependent power (Cerf’). Parameters Ces and
0 are system dependent constants and 0 > 2 [19,4]. Boolean param-
eter h =1 indicates the system is in the working state, and h =0
indicates the system is in the standby state.

We assume the system is always on and hence focus only on
active power saving. As the energy consumption due to voltage
and frequency scaling is independent of P, without loss of gener-
ality, we set P = 0.

We made the same assumption as in [26] that task execution
time is linearly related to working frequency. Therefore, when task
v; is executed under frequency f(#;), its execution time is f(“,ji) and
the energy consumption can be represented as:

E(f(v3),¢i) = (Pina + Cetf (1)") 1 2
= Pindf(c_;i) + Cefcif(yi)ﬂi]

From (2) it is clear that scaling down the processing frequency
reduces frequency dependent energy (Cecc;f (#;)"'). However, it also
increases frequency independent energy (Pinq ﬁ) due to longer
execution time caused by the lower execution frequency. As a
result, there is a balanced point, i.e. the energy-efficient frequency
(fe.) and further scaling down the processing frequency below f,,
will increase the total energy consumption. Early studies [26,28]
concluded that

0 Pind
fee = m (3)

3.1.4. Transient fault model

Although both permanent and transient faults may occur dur-
ing task execution, transient faults are found more frequent than
permanent faults [1,3]. Hence, in this paper, we focus on transient
faults. Transient faults, also called soft errors, are usually triggered
by radiations in semiconductor circuits. Various factors such as
cosmic ray, transistor size and chip’s supply voltage and frequency,
could impact system’s transient fault rate. Though several
approaches have come out to estimate the accurate transient fault
rate of a hardware platform [12,18,21], taking all the impact factors
into consideration to derive a precise model is still a very challeng-
ing issue [10,28,16]. Hence, the research community generally
assumes that transient fault rate follows Poisson distribution with
an average fault rate 7 [28,27,33]. When a system is running under
frequency f, the average transient fault rate is usually expressed as:

) = Jo107% (4)

where /, = igloﬁ,fl = % Jo is the average fault arrival rate
when system running under the maximum frequency f... Value
d (> 0) is a system-dependent constant, which indicates the sensi-
tivity of the system’s fault arrival rate to system voltage and fre-
quency scaling, the larger the d value, the more sensitive the fault
arrival rate to voltage and frequency scaling.

Under the fault rate model given by (4), if a task is executed

under frequency f for t time units, the probability of exactly

k (> 0) transient faults occurring during a task’s execution period
can be expressed as [20]:

2 k —i(f)t
pik f.0) = HDTET 5)

3.2. Definitions and notations

Checkpointing overhead (¢): the time overhead of taking a
checkpoint. Different tasks may have different checkpointing
overheads.

Task segments (7;): when checkpoints are inserted into a task,
the task is partitioned into sections which are called task segments.
For task v;, we use 7; = [vy, ..., vj] to denote all its segments. Exe-
cution time of vy includes the checkpointing overhead ¢ under exe-
cution frequency f . Notation ¢; = ZLZ] vir is to used denote the
total execution time of all the task segments of v,.

Task segment length (len(i)): the length of the ith longest task
segment in V when they are executed under f,,,,.

Application checkpointing strategy (S.,): the strategy that
decides where to insert checkpoints in a given application, i.e.,
how each task in the application shall be segmented. It is repre-
sented by S, = [771, ..., ]

Application processing strategy (S,,): the strategy that decides
the frequencies and the duration of each frequency that the appli-
cation shall be executed with. It is represented by
Sps = [(f1,t1),-- -, (fm: tm)], which indicates the application will be
executed under frequencies f,...,f, for ti,...,t, time units,

e
respectively. We abbreviate it as Sps = ((f;, ti); m), where m is the
number of selected frequency and m < q.

Expected number of faults under a given processing strategy
B ——

(p(Sps)): for a given processing strategy Sy = ((f;,ti);m),
@(Sps) = S A(fti defines the expected number of faults when a
task set is executed under the processing strategy Sps.

Application recovery strategy (S;.): the strategy that decides
the number of faults (k) to be tolerated and the operating fre-
quency (f) that failed task segments need to be re-executed
with. It is denoted as S;c = (f, k). In this paper, f., is assumed
for task re-execution, ie. Sic = (fn., k) and the application
recovery strategy refers to the number of faults to be tolerated,
i.e. k.

Application reliability (R(Sc;, Sps,Sic)): the probability of suc-
cessfully executing an application A under the given S, Sps, and
Sic strategies.

Based on the models and definitions introduced above, we are
to formulate the problem the paper is to address.

3.3. Problem formulation

With the above definition, our checkpointing, processing and
recovery (CPR) strategy decision problem can be formulated as
follows:

Problem 1. (The CPR Strategy Decision Problem). Given a DVFS
enabled processor with g different processing frequencies, i.e.
F= {fh"'rfq}' where f; :fminqu = fimax and f; <fj ifi<j,and a
DAG-based application A = G(V,E). Assume the worst case execu-
tion time of each task t; € V under f .., is ¢;, and the application’s
reliability and deadline constraints are R, and D, respectively,
decide a checkpointing strategy Sc, = V, a processing strategy

——

Sps = ((fi, t;); m), and a recovery strategy Sic = (fmax, k) that satisfy
the following:
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Objective:
min E(Sep, Sps, Sre)

Subject to:

R(Scp: Sps: Src) = Rg (6)
m k

> ti+> len(j) <D (7)
i-1 =1

m
Zfiti = ZC; (8)
i=1 vieV

where E(Scp, Sps, Sic) is the energy consumption of executing the
application under given strategies. Formula (6) denotes the reliabil-
ity constraint, i.e. system’s reliability meet the requirement. For-
mula (8) indicates the work load constraint, i.e. all the tasks
within the application should be finished under the processing
strategy Sps = ((f;,ti);m). The deadline constraint is represented
by formula (7), where Y"",t; denotes the total task execution time
and EJ"‘:] len(j) indicates the time reservation for task recoveries. It
is worth pointing out that tasks’ recovery is under f,,,. As transient
fault rate under f,, is rather low, we do not reserve time for task
recovery under f ...

Frequency switching also has the extra time and energy cost,
we first assume the cost is negligible and later in Section 6 we will
give the justification for this assumption. In the formulated prob-
lem, the checkpointing strategy, processing strategy, and recovery
strategy are tightly coupled with each other. If the processing strat-
egy chooses a lower frequency for execution, in order to meet reli-
ability and deadline constraints, the recovery strategy may need to
tolerate more faults and more checkpoints may be required by the
checkpointing strategy to reduce the duration of recovery. Our
approach is to uncouple them and solve the problem in two steps:
first, decide the application processing strategy and recovery strat-
egy for a given checkpointing strategy, and second, determine the
checkpointing strategy. It is worth pointing out that the reliability
aware energy minimization problem is NP-hard [17] and our
approach falls into the heuristic category. Hence, it is possible
the found solution may not be globally optimal.

Before presenting the application’s processing, recovery and
checkpointing strategies, we first lay the theoretical foundations
extended from our earlier work [33] upon which the strategies
are established.

4. Theoretical foundations

Lemma 1. For a given application A, under the worst case scenario,
ie. tolerating k faults requires re-executing the longest k task
segments, the application reliability under the checkpointing strategy

Sep = [V1, . .., Un), processing strategy Sps = (((f;ti); m), and recovery
strategy (fmax, k)) can be represented as:

. L T :
k (Zjnll ’“(fj)tj> e DAL 7/1(fmax)<2'; len(i))
.e =1

RW(Scm Sps~, Src) = Zi:o il

)

Proof. We prove the lemma by induction on the number of fre-
quencies (m) used in the processing strategy.

Step 1: When m =1, i.e. Sps = [(f1, t1)], frequency f; is used for
the entire execution of the application. According to formula (5),
the probability of exactly i faults occurring under the processing
strategy Sps = [(f1, t1)] is:

()t e

il

In the worst case scenario, to recover these i faults, the longest i task
segments are re-executed. The probability of successfully recover-
ing these faults is:

o s (Z,':He"@)

Then the probability of successfully executing the application by
tolerating exactly i faults can be written as:

(UFD0) e g (5 o)
il

Since Sic = (fiax, k) means up to k faults can be tolerated, then
R"(Scp, Sps, Sre), i.e. the probability of successfully completing the
application by tolerating at most k faults is:

A i —i(fq)t _; i -
R (Scps Sps Stc) = Zio |:(A(fl)tli)| e e (fm“)(z“lenm):| (10)

Hence, the Lemma holds for the case m = 1.
Step 2: Suppose m =n (> 1), we have

iy
LIS ATANE DL L
R (Sep, Sps» Sec) = Z:‘ZO (2171 () Ji? ‘e*/-(fmax)(zjillen(])>

(11)

Step 3: When m=n+1, ie Sp=[f,t1),(2.6),. ..,
(fai1star1)]. If exactly i faults happen during the application’s
execution, there must be (0 << i) of them occurring when
the processing frequency is f € {f;,...,f,} and the remaining
i—1 faults occurring under f=f, ;. Then the probability of
executing the application successfully by recovering exactly i faults
is:

! —(Z" /'(f>r) )
n — 37 - 5 i
Zi (ijlA(fj)t/) e =1 .(i(fnﬂ)fm)(' D e=ifni1)tnan ‘e,z(fmax)(zjillen(j))
1=0 I (i

Since up to k faults can be tolerated, R"(Scp, Sps, Src) can be written
as:

I ,< " wf,)p)
) Zn , § : AU . ) )
L ( J=1 A(f])tj) € " (j'(fnJr] )tn+1 )071)87/'(["” Vet e*%fmax) (§ :}1’8”0))

R (Seps SpssSrc) = S5 I

i=0 =0

i
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According to the binomial formula, i.e.

Xy (x+y)
— -1y il
we have

[N LAY
K (eriﬂ.(fj)tf) e 2 0

~ima) (3, leni)
Rw(scpvsps;src) = Zi:o i -e (EJ*I )

These conclude the proof for Lemma 1. O

It is worth pointing out that formula (9) gives the application’s
reliability under the worst case scenario, i.e. the k faults occur in
the longest k task segments. However, in reality, faults can occur
in short task segments or multiple faults may occur in the same
task segment. In other words, it may not necessarily need k longest
recoveries to tolerate k faults. However, it is very hard to derive a
closed formula for R(Scp,Sps,Sic) wWhere all possibilities of fault
occurrences are taken into consideration. Nevertheless, we argue
R™(Scp, Sps, Sre) can be used to approximate R(Scp, Sps, Src) With neg-
ligible approximation error.

Although different positions where faults occur result in differ-
ent fault recovery durations, the positions only impact the reliabil-
ity of fault recoveries, i.e. they may result in a higher value of

eiz(f““"‘)(zf':‘[eno)) in formula (9). Therefore, R"(Scp, Sps, Stc) is the
lower bound of R(Scp,Sps;Src), i.€., R”(Sep,Sps,Stc) < R(Sep, Sps, Sre)-
Hence, if we can guarantee R"(Scp, Sps, Src) = Rg, then the reliability
requirement R(Scp, Sps, Src) = Rg is also satisfied.

In addition, all recoveries are executed under f ., and the fault
arrival rate under f,,,, is very low (may as low as 107° [23]), i.e.
2(fmax) @approaches to zero, hence, the reliability of fault recoveries

ef;'(f“‘“)(z“le"@ approaches 1. Therefore, the value of
R(Scp, Sps, Sre) and R™(Sep, Sps, Src) are very close and we can use
R"(Scp, Sps, Sre) to approximate R(Scp, Sps, Src), i.e.

k <ZJ AL ) *Zj'"ﬂ,:(fj)[j

R(S¢p, Sps, Sic) = Zi:o g ] eﬂ(fmax)(Zj{:llen(j))

(12)

Based on the above analysis, we are ready to develop the theory
about how to assign processing frequencies to tasks so that the sys-
tem achieves highest reliability.

and Sf,s, if

Lemma 2. Given two different processing strategies S1
(P(Sl]as) < (/)(S]ZJS>' then R(chvsllas-,src) = R(SvasisvSrC) where P(Sps) =
S A(fi)t: denotes the expected number of faults under processing

strategy Sps. O

Proof. To simplify the notation, let b(i) = e Um0 Formula

(12) can be written as:
k —¢(Sps) .
R(Scp75p57src Z : b(l)

i=0

The first derivative of R(Scp, Sps, Src) With respect to ¢(Sps) is

OR(Sep: SpsStc)) _ o-pisye) . kz (@(Sps))'(bli + 1) = (i)  b(k)(((Sps))*
A(P(Sps)) P i! k!
It is not difficult to see that when i > 0,b(i+1)<b(i) and

0 <b(i) <1. Hence, we have W<O which implies

R(Scp,Sps,Src) is a decreasing function of ¢(Sp). Since

P(Sh) < @(Sh;), we have R(Sep, Sy Src) = R(Sep, Sog. Src). O

Lemma 3. For a given checkpointing strategy and a fixed execution
time T, i.e. assuming different execution strategies take the same
amount of execution time T to complete the application, the expected
number of faults is minimized when the application is executed under

a uniform frequency f, = Z“‘V ~iff, € F, or neighboring frequencies f;
and f;,, with f; < f, < fi lffu ¢ F, ie.

1. if f, €F, then

P[0 T)) = mm{q)mm)m €FA (fo - T)

A(f,T = th, =>c) }

vieV

2.iff, ¢ FAfj,fi € FAS; <fy <fj1, then

o((f;, 1), fi, T=0)]) = min{w(m;m)m eFn (iﬁ = T>

(an fit+f1a(T—t) = Zcf)}. O
vieV

Proof. We prove the lemma based on the property of convex func-

E—
tions.'Since Sys = ((f;, t;); m) represents a processing strategy satisfy-
ing Y, fiti = >, pc; and 311, t; = T, then:

(fx ti); Z/L(fz

If f, € F, then
@([(fu D)) = 2(F)T 4(21 1{, )(Zt>

As /(x) is a convex function of x, based on the properties of the con-
vex function (formula (13)), we have

@((fi.ti)im) = o(((f,, T)])
A similar proof can be derived for the case when f, ¢ F. O

Integrating Lemma 2 and Lemma 3, we have the following
theorem:

Theorem 1. For a fixed execution time T and a given checkpointing
strategy Scp, executing an application with a uniform frequency

fu:Z”*&V’ if fy€F, or neighboring frequencies f; and f; , if
fu ¢ F.fi.fj1 €F, and fi <f, <fj1, results in the highest system
reliability.

With Scp, Sps, and Sy, we can calculate the expected energy con-
sumption for executing an application. As the probability of fault
occurrence is relatively small, the expected energy consumption

1 If g(x) is a convex function, n(>
have:

Bt > g + 8 )t > <ZX:': 1?) (Zf> (13)
i=1"1 i=1

where thj +Xj+1fj+1 = Z?:1Xiti,Xj < 227

Z?:I ti. o

2) eI",x;,t; € W and x; < x; if i < k, then we

<Xj;1, and 4t =
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for fault recovery is negligible [13] compared to the expected
energy consumption for task set execution. Hence, the expected
energy consumption E(Sep,Sps,Src) for executing an application
with checkpointing strategy S, processing strategy Sps=

—

((fi, ti); m), and fault recovery strategy S;. can be represented as:

m

Z 1nd+cef(f; )x

i=1

E(Scpa Sps y Src

Previous research [7,31] has studied the relationship between exe-
cution frequency and energy consumption and concluded that
when the energy model is a convex function of frequency, using a
uniform frequency, or neighboring frequencies if the desired fre-
quency is not available, is the optimal strategy for energy saving
purposes. We summarize this in Lemma 4.

Lemma 4. For a fixed execution time T and a given checkpointing
strategy Scp, the minimal energy consumption can be achieved if the

2

application is executed under a uniform frequency f, = =4%— if
fu € F, or neighboring frequencies f; and f;, 4 with f; <f, <fj.1 if
fu¢ F. O

With the objective to minimize the energy consumption while
at the same time, maximize the system'’s reliability, by integrating
the Lemma 1 and Lemma 4, we can obtain the following
conclusion:

Lemma 5. For fixed execution time T, and the given checkpointing
strategy Scp, the highest reliability and the minimal energy consump-
tion can be achieved when the application is executed under a uniform

frequency f, = 2 i i iffu € F, or neighboring frequencies f; and f; 4
Withf]‘<fu<fj+] lffuéF O

Example 1. As shown in Fig. 2(a), consider an application, which
has two tasks A and B with execution time 10 ms and 15 ms,
respectively. The deadline of the application is D = 45 ms and the
checkpointing overhead ¢ = 1 ms. We assume the system parame-
ters related to the energy model are set as: Pj,q = 0.05, Cef = 1, and
0 =3 [27]. The available discrete frequencies F = {0.4,0.5,...,1}.
If the checkpointing strategy takes one checkpoint in task B and
the recovery strategy allows one fault recovery, then the recov-
ery block with duration of 10 ms is reserved, which means the
total time duration T =35 ms can be used for the whole appli-
cation execution. Based on Lemma 5, we obtain the uniform fre-
quency f,=(10+15+1)/35=0.74, then the processing
strategy is shown as Fig. 2(b). As the frequency 0.74 is unavail-
able, based on Lemma 5, the neighboring frequencies of 0.7 and
0.8 are used instead. Fixed execution time means all the pro-
cessing strategies execute exactly the same duration, i.e. 35 ms
in this example. Suppose the processing strategy is
Sps = ((0.7,%),(0,8,y)), then we have xx07+yx08=
10+15+1 and x+y=35. Solving the above equations, we
have x =20 and y = 15 and the corresponding processing strat-
egy can be depicted as Fig. 2(c).

For the problem formulated in Section 3.3, system’s energy con-
sumption needs to be minimized under the condition that both
reliability and deadline constraints are satisfied. Hence, Lemma 5
can not be directly applied to solve the problem we are to address.
However, we can utilize Lemma 5 to derive the application’s work-
ing frequency that meets objective with these constraints.

According to formula (12), if S, and S, are given, then the value
of @(Sps) i.e. ¢y, which guarantees the reliability requirement Rg
can be obtained by solving R(Scp, Sps, Src) = Re-

Lemma 6. If executing an application under a uniform frequency f
can guarantee the satisfaction of reliability constraint R, then we
have f > f, where

c
1) (2129) = g (14)
fr
O
Jo( e
Proof. To simplify the notation, let g(f) = A(f) Z” CA. ?va It

is not difficult to see that g(f) is a monotomcally decreasing func-
tion of variable f. Since g(f,) = ¢,, based on Lemma 2, in order to
satisfy the reliability requirement, g(f) > ¢, should be satisfied,
which implies f > f,. O

Lemma 7. If executing an application under a uniform frequency f
can guarantee the satisfaction of deadline constraint D, then f > f,,
where

Zvievcg

fa=5= S Ten(i)

(15)
O

Proof. We consider the worst case scenario when the longest k
task segments are re-executed to tolerate k faults. To guarantee
that the application successfully completes the execution before
its deadline D, all tasks in the application must be executed in

the time duration of D — 3°¥ , len(i). Hence, the lowest uniform fre-
2y
D—Z:1 1len(

be guaranteed.

quencyisf, = ,and if f > f,, the application deadline can

Based on the definition of energy-efficient frequency f,, (for-
mula (3)), Lemma 3, and Lemma 7, the minimal frequency that
guarantees the energy-efficient frequency constraint f,,, reliability
constraint R,, and deadline constraint D can be determined as:

frde = max{feevfr’fd} (16)

where f,,.f,, and f; are given by (3), (14) and (15), respectively.

With formula (16), for given checkpointing strategy S., and
recovery strategy S,., the application’s processing frequency f,g
can be directly calculated. However, if f,, ¢ F, i.e., f,4 is not
an available discrete frequency, according to the Lemma 5, the
neighboring frequencies f; and f;; should be used instead, where
fi<fue <fu1 and f,.f,,; €F. Based on these analysis, next,
we give our application execution strategy determination
algorithm.

5. Determine application execution strategy

Application execution strategy determines how application
tasks are processed, i.e. with what execution frequencies and for
how long under each execution frequency, and how application
tasks are recovered if faults occur. In other words, an application’s
execution strategy is the composition of application processing
strategy and recovery strategy.

The processing strategy Sy varies based on the recovery strat-
egy S, i.e. the number of faults to be tolerated. In order to derive
the processing strategy with the minimal energy consumption, we
start from zero fault recovery, i.e. k = 0, to search for the minimum
number of faults to be recovered without violating the reliability
constraint. If f, > f,, there is some slack time remaining due to a
higher frequency being used to meet reliability constraints. In this
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case, the remaining slack time is utilized to increase k, therefore
increasing the reliability and at the same time to scale down the
frequency to reduce energy consumption. On the other hand,
fq > f, implies that all the slack time is used out and the frequency
cannot be lowered any further, hence f 4. = max{f,,fee}- f frqe ¢ F.
based on Lemma 5, the neighboring frequencies f; and f,; with
f1 < frge <f141 are used instead.

From the energy saving perspective, the longer the execution
time under f;, the less energy consumption there is. Therefore,
the frequency switching instant, i.e. the time instant when
the working frequency is switched from f;, to f,,,, is delayed
until the reliability and deadline requirements cannot be
satisfied.

Algorithm 1 gives the detailed procedure of our proposed strat-
egy for application execution strategy determination (ExD).

Algorithm 1. ExD(S¢p,V,Rg, D, fee, F)

1: kopt = f?get 7fmax§f;e = min{fiuci = feeufi € F}

2:T = Il Spet = (fmax,fmg S = (fmax: 0)

3:slack =D —~T;k =

4: while slack > 0 do

5: calculate f,4. based on formula (16) with f,, = f.,

6:  Sps= (frdevﬁ)?src = (fnax: k)

7: iff4 ¢ F then

8: find f; and f,; with f; < free <fi1
9:  Sps = FIND_PS(Scp, Sps. V., Re, D.f1.f111 )

10: end if

11: calculate E; = E(Scp, Sps, Sic)
12:  if E°’' > E,then
13: EP' = E; Spet =
14: end if

15:  k=k+ 1;slack = slack — len(k)
16: end while

17: return Sp2*, SO

. copt
Sps. Srcp = Sc

Lines 1-3 initialize variables used in the algorithm. The while
loop (Lines 4-16) searches for the optimal processing strategy Sy,
and recovery strategy S;. for the given checkpointing strategy Scp.
For each possible number of fault recovery k, we find the corre-
sponding processing strategy Sps, if fige € F, set Sy = (frde,}ﬁ)
(Line 6), otherwise, calculate it using algorithm FIND_PsS (Line
9). The processing strategy S, that consumes the least amount
of energy and the corresponding recovery strategy S, are
recorded as the final solutions (Line 13). Line 8 finds the frequen-
cies f,; and f,.,, which are used to execute the entire task set. Line
9 i.e., Algorithm FIND_PS is to determine the frequency each task
shall use for execution. Since the tasks in the application have
dependencies, task execution order must satisfy the precedence
constraint. Hence, we first sort all the tasks in the application
by topological sorting to guarantee the precedence constraint is
satisfied.

In Algorithm 2, we assume that task set V is the one after topo-
logical sorting. In addition, Lines 3-10 find the maximum p such
that executing the first p — 1 tasks in V under f; can satisfy the
deadline and reliability constraints. In order to further delay the
frequency switching point, Lines 11-18 split the pth task into mul-
tiple partitions and execute as many partitions under f; as possible
if only both deadline and reliability constraints are not violated. g,
which is a pre-defined integer constant, is the number of
partitions.

Algorithm 2. FIND_PS (Sep, Sps; V, Re, D, f1» fii1)

\4
Z‘l |]l
2 tl—f,7t1+1 =0;p=0
3:fori=1to|V|do

4: tl:fl*%ﬂm:fm +f%

5t SPS = ((flvtl)v(thtHl))

6:  if R(Scp, Sps; Sic) = Rg Aty +ti.g <D — 3K len(i)
then

7: p=i

8: break

9: end if

10: end for

11:fori_1toﬁdo

12: 7ﬁ7tlftl+f'tl+1*tl+lfm

130 Sps = ((f1, &1)s (Frens ter))
14:  if R(Sep, Sps, Sre) < Rg vy + fryq > D — XK len(i)

then
150 Sps=((f,ti—=8), (frir:tia + 7))
16: break
17: end if
18: end for

19: return Sp;

Approximate the calculation of f;: In Algorithm 1, in order to
calculate f,4, (Line 5), we need the value of f, which can be
obtained by solving Eq. (14). However solving Eq. (14) is time con-
suming. To reduce the time cost, we search for an approximate
value from f;, to f.x With step §, where ¢ is set as x%f .- The
first frequency found after i steps, i.e. f = fi, + i x , that satisfies

R(Seps (> 2250),S10)

get f, is a constant.

> R, is assigned to f,. Hence, the time cost to

Time Complexity: The time complexity of Algorithm 1 is dom-
inated by the while loop (lines 3-15). Since the total number of
task segments is |V|, the number of iterations of the while loop
should be O(|V)). As the time complexity of FIND_PS is O(|V|) (Line
8), where |V| is the number of tasks in the application, hence the
total time complexity is O(|V||V]).

6. Determine application checkpointing strategy

A checkpointing strategy is often designed under the assump-
tion that the number of transient faults in a specific period is
known or can be calculated from the statistical fault arrival
model [8]. However, in the situation stated in this paper, the
number of faults that can occur is neither set by the reliability
requirement nor can be derived directly from the statistical fault
model since the processing strategy is unknown and different
processing strategies can result in different fault arrival rates.
Even if given the number of transient faults that needs to be tol-
erated during the execution, finding the optimal checkpointing
strategy is still difficult [5]. If the task set only contains one task,
the optimal checkpointing strategy is to split the task into equal
segments by inserting checkpoints. However, when the task set
has multiple tasks and task execution times are different, faults
occurring in different tasks require different time durations for
fault recovery. Without taking checkpoints, in the worst case sce-
nario, k faults could happen in the execution of the longest k
tasks. As deadlines must be guaranteed for hard real-time sys-
tems, the slack time with the duration equals to the longest k
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Fig. 2. Processing strategies of Example 1.

tasks must be reserved for fault recoveries. By taking checkpoints
in the task set, tasks are divided into task segments and the k
longest task segments are reserved. Hence, where to take check-
points significantly impacts the time reservation for fault
recovery.

Based on the theoretical analysis in Section 5, though we have
no knowledge about what the final execution strategy is, for a
given checkpointing strategy, the execution strategy can be
derived using Algorithm 1. Hence, one of the approaches is, for
each possible checkpointing strategy, we use Algorithm 1 to derive
its execution strategy. Then the checkpointing strategy whose exe-
cution strategy results in the least amount of energy consumption
is chosen as the one. However, exploring all the possible check-
pointing strategies is computationally inefficient, so a heuristic
approach is developed instead. If k fault recoveries are required,
the reserved slack time is determined by the longest k task seg-
ments. Therefore, we always add new checkpoints into the task
having the longest task segment, and distribute all the added
checkpoints equally to partition the long task into shorter task seg-
ments. Starting with no checkpoints, one checkpoint is added to
the current checkpointing strategy for each iteration until the max-
imum number of checkpoints is reached or until the slack time
runs out.

The objective of taking checkpoints is to split the task (or task
segments) into shorter task segments and hence reduce the dura-
tion of fault recovery. However, taking checkpoints itself has time
overhead. For a task »; with the WCET c; and checkpointing over-
head ¢, taking more than max_cp(v;) checkpoints will inversely
increase the duration of fault recovery. Hence, for task »;, its max-
imum number of checkpoints, i.e. max_cp(v;), can be calculated as
follows [5]:

max_cp(v;) = { %} (17)

The details of checkpointing strategy determination algorithm
(CKkD) are given in Algorithm 3, where data structure VCJ[i] keeps a
record of where checkpoints are taken for task »;. The values of
VCli].wcet, VC[i].chk, VC[il.len and VC[i].mcp represent task u;’s
WCET under f,.., the number of inserted checkpoints, the length
of the task segments within task z;, and the maximum number of
checkpoints for u;, respectively.

Algorithm 3. CkD(A,Rg,D, ¢, F)

1: sort all the tasks in V by topological sorting
2:fori=1¢to|V|do

3:  VCli].wcet = ¢;; VC[i].mcp = max_cp(v;)

4: VCli].chk = 0; VC[i].len = ¢;

5: end for

6: k = 0; VCP' = VC;E®" = o; slack =D — 3V ¢
7 Sggt = (fmmcvzgllci): S(r)cpt = (.fmax»o)

8: while slack > 0 do

9: if 3j : VCJj].len = max{VCli].len|VC[i].chk < VC[i].mcp}
then

10: VC[j].chk = VClj].chk + 1;

. ; i+ex VClj].chk
11: VC[j]len = SH7aCh e

12: set S¢p based on VC

13: (Sps: Sre) = EXD (Sep, V,Rg, D, F)
14: calculate E, = E(Scp, Sps, Src)
15: if E°’' > E, then

16: E%P" = Eq; SP' = Scp; S = Spe; SO = Sre;
17: end if

18: slack = slack — &

19: else

20: break

21: end if

22: end while

. opt copt copt
23: return 5.5, S¢S

In Algorithm 3, Line 1 sorts all the tasks using topological sort-
ing, Lines 2-7 initialize the variables, and Lines 8-22 compare all
checkpointing strategies and record the one that has minimal
energy consumption.

Time Complexity: The time complexity of Algorithm 3 is dom-
inated by the while loop (lines 8-23). Since the maximum number
of checkpoints in the whole application is N = 3"\ max_cp(v;), the
number of iterations in the while loop is hence O(N). The N check-

points partitions the application into N + |V| task segments, i.e.
[V] = N+ |V|. Hence, the time complexity of ExD (Line 13) is
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O((N+|V])|V]) and the total time complexity of Algorithm 3 is
O((N + [V)|VIINI).

Execution Frequency Switching Overhead: It is well-known
that DVFS is an effective way to reduce energy consumption. How-
ever, recent studies [32,24] have shown that frequency switching
has both time and energy overhead. Furthermore, frequent fre-
quency switching may decrease the hardware component’s life
span. With our approach, in the case of fault-free execution, at most
two frequencies are used to execute the whole task set, hence, there
is at most one frequency switch. This shows that in addition to more
energy saving, another big advantage of the developed approach is
its negligible execution frequency switching overhead.

7. Performance evaluation

In this section, we evaluate the performance of our proposed
approach from energy saving perspective. Three recent studies in
the literature, i.e. UF, IRCS [27] and GSSR-UNS-IS [34], are chosen
as baselines in our comparisons. The UF (uniform frequency)
selects the lowest uniform frequency that can satisfy the reliability
and deadline requirements to execute the whole application. The
IRCS (Incremental Reliability Configuration Search) is a heuristic
approach that searches for the best working frequencies for tasks
based on the energy-reliability ratio, i.e. energy saving per unit
reliability degradation. The GSSR-UNS-IS (General Subset Sharing
with Uniform/Neighboring Scaling and Iterative Search) is the
improvement of the IRCS by effectively removing the unnecessary
resource reservation to leave more slack time for energy saving.

7.1. Experiment setting

In the experiments, the tested applications are generated by
TGFF [6]. The results shown in the following figures are the average
values of repeating the experiments for 1000 randomly generated
applications. The system parameters related to the energy model
are set as: Pj,q = 0.05, Cof = 1, and 0 = 3. These values are consid-
ered realistic and widely used in the research community [27,16].
The available discrete frequencies (normalized to f,,,,) are set as
F={04,0.5,...,1} and the checkpointing overhead ¢ is denoted
as the time overhead under f,,,, = 1, which is assumed to be pro-
portional to the average WCET of tasks in the application. For
instance, ¢ = 1% means ¢ is 1% of average task execution time,

[
Zriev !

v If taking checkpoint under frequency f;, then the time

overhead is 2

The energy consumption of the application under different exe-
cution strategies is normalized to the energy cost when the whole
application is executed under f ... If Ry is set to be the reliability of
the application when the whole application is executed under f,,,
without fault recovery, then 1 — Ry is the corresponding probability
of failure during the application’s execution. We scale the probabil-
ity of failure to vary the reliability requirement in our experiments.
Particularly, we set R, =1 — (1 — Ry)/S, where S is a scaling factor.

The comparisons among the CkD, UF, IRCS and GSSR-UNS-IS
approaches are from the following four perspectives:

ie.

1. Sensitivity to available slack time (L).

2. Sensitivity to reliability requirement (Rg).

3. Sensitivity to checkpointing overhead (&).

4. Sensitivity to system'’s fault arrival rate (/o and d).

where
VI -,
L= B Zi:lcl
ZM G
i=1ti

is used to indicate the available slack time in the system.

The evaluation parameters are set as follows: L=1,5= 10,
£=1%,4 =105 and d = 4. When a specific aspect is evaluated,
for instance, when the impact of available slack time is evaluated,
the value of L varies, but the other parameters remain unchanged.

7.2. Experiment results and discussions

Sensitivity to available slack time

In this set of experiments, we increase the value of L from 0.2 to
1.6 and the experiment results are depicted in Fig. 3. Fig. 3 clear
shows that our proposed CkD approach consumes the least amount
of energy. It is 10% lower than the energy cost consumed by
the GSSR-UNS-IS approach when L = 1.6. However, IRCS and UF
approaches always consume more energy than that of GSSR-UNS-
IS.

Sensitivity to reliability requirement R,

This set of experiments investigates the energy saving perfor-
mance of the four approaches under different reliability require-
ments. According to the results shown in Fig. 4, all the
approaches consume more energy under a higher reliability
requirement. This is because a higher reliability requirement
requires more fault recoveries. As a result, less slack time can be
used for reducing execution frequency. Compared with GSSR-
UNS-IS, IRCS and UF, CkD consumes the least amount of energy.

1 . . . . . .
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Fig. 4. Sensitivity to R, (1o = 107°,d = 4,6 = 1%,L = 1).
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When the reliability requirement becomes higher, i.e. S becomes
larger, the advantage of CkD becomes more obvious. When
S$=1000, i.e. R, =1 — (1 —Ry)/1000, the CkD approach can save
about 12%,18% and 28% more energy compared with the GSSR-
UNS-IS, IRCS and UF approaches, respectively.

Sensitivity to the system’s fault arrival rate

According to formula (4), the system parameters d and /o have
great impact on the fault arrival rate. This set of experiments inves-
tigates how sensitive each approach is to d and 4. We vary d
between 2 and 5 and vary o between 10~ and 10°°, these are
the typical values used in the related research work [27,25,17].

We first set 7o = 107° and vary d from 2 to 5. The experiment
results are shown in Fig. 5. When d becomes larger, all four
approaches consume more energy. The experiments are then
repeated with d = 4 and /, varying from 10™° to 107°. Based on
the results illustrated in Fig. 6, all these four approaches consume
more energy under a higher 4. This is due to the fact that a larger d
and a higher 4y mean a higher fault arrival rate and hence more
slack time is reserved for fault recovery and less can be used for
energy saving. Among these four approaches, our proposed CkD
approach wins the comparison and always saves the most energy.

Checkpointing overhead impact

Fig. 7 shows the impact of the checkpointing overhead on the
performance of CkD approach. When ¢ is 1%, our proposed CkD

0.45

Normalized Energy Consumption

Fig. 6. Sensitivity to 4o (d =4,6=1%,L=1,S=10).
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approach can save about 8% more energy than GSSR-UNS-IS
approach. However, the checkpointing overhead significantly
impacts the energy saving performance. When ¢ is increased to
7% or even larger, the checkpointing overhead outweighs the gain
by taking checkpoints in the application for energy saving purpose.

8. Conclusion

Reliability and deadline guarantee and power/energy conserva-
tion are the most critical issues in designing today’s real-time sys-
tem. However, these two design constraints are often at odds. This
paper presents an approach that utilizes both DVFS and check-
pointing techniques to reduce energy consumption while guaran-
teeing system reliability and deadline satisfaction of real-time
task set. We formally prove that if a processor remains active
within the same interval to accomplish the same workload, using
the same constant speed not only consumes the least amount of
energy, but also results in the highest system reliability. If such
constant speed is not available, the neighboring speeds can be used
to achieve the optimal solution. Based on the theoretical results, a
novel DVFS strategy and checkpointing method are developed to
minimize energy consumption and at the same time guarantee
the satisfaction of system reliability and deadline requirements.
Compared with existing approaches, extensive experimental
results have shown that the proposed technique has better energy
saving performance, i.e. up to 12% more energy saving compared
with other existing approaches.
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