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Multi-core technologies are widely used in embedded systems and the resource allocation is vita to guar-
antee Quality of Service (QoS) requirements for applications on multi-core platforms. For heterogeneous
multi-core systems, the statistical characteristics of execution times on different cores play a critical role
in the resource allocation, and the differences between the actual execution time and the estimated exe-
cution time may significantly affect the performance of resource allocation and cause system to be less
robust. In this paper, we present an evaluation method to study the impacts of inaccurate execution time
information to the performance of resource allocation. We propose a systematic way to measure the
robustness degradation of the system and evaluate how inaccurate probability parameters may affect
the performance of resource allocations. Furthermore, we compare the performance of three widely used
greedy heuristics when using the inaccurate information with simulations.

� 2011 Elsevier B.V. All rights reserved.
1. Introduction

The embedded multi-core technologies are represented mainly
by two categories of multi-core processors [1]: (1) processors with
dual, quad, and eight cores based on symmetric multiprocessing
and (2) processors with the combination of heterogeneous cores.
An example of the later kind of multi-core is the typical system
on chip (SoC), which has almost unlimited combination of hetero-
geneous processors on the chip. As the number and the heteroge-
neity of cores increase, resource allocation management in the
embedded multi-core system can efficiently improve the QoS.

Embedded systems usually operate in environments replete
with uncertainties [2]. Meanwhile, these systems are expected to
provide a given level of QoS. resource allocation can deal with
the environment uncertainties and satisfy the QoS demand. In
resource allocation, the uncertainties in system parameters and
their impacts on system performance can be modeled stochasti-
cally. This stochastic model is then used to derive a quantitative
evaluation of the robustness of a given resource allocation. This
quantitative evaluation results in a probability that the allocation
ll rights reserved.
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will satisfy the given constraints. A proper approach of stochastic
model is using the probability mass function (PMF) to describe the
probability distributions of execution times of tasks running on
cores.

According to [3], any claim of robustness for a given system
must answer three questions: (a) what behavior of the system
makes it robust? (b) What uncertainties is the system robust
against? (c) Quantitatively, how robust is the system? For example,
some systems are robust if they are capable of finishing all the
tasks within a given deadline. A resource allocation deployed in
these systems must be robust against uncertainty of the task exe-
cution time. The robustness of a system can also be the makespan
(total execution time) or the time slackness.

The problem of resource allocation in the field of heterogeneous
multi-core systems is NP-complete (e.g., [4]). Heuristics are used to
find near optimal solutions (e.g., [5–11]). In static resource alloca-
tions, decisions are made based on estimated PMFs of execution
time of tasks running on different cores. However, when estimated
PMFs of task execution times are based on inaccurate information,
estimated PMFs may be different from actual PMFs. Therefore,
decisions generated by estimated PMFs may be less robust and
the resource allocation is not able to guarantee the given level of
QoS.

For example, in a surveillance sensor network, such as the
Omnitrack [12], a large number of cameras are installed across
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the target field, and connected to sinks. The tasks of sinks include
collecting data from the cameras, recognizing the moving objects
in the images, compressing the images, and sending the results
to the background server for further processing. After the surveil-
lance sensor network is switched on, the tasks come periodically.
To better manage resources of a sink, the operating system in each
sink schedules a stochastic static resource allocation before the
sensors start working. The estimated PMFs can be obtained by
observing previous executions of the tasks or analyzing the codes
of the tasks. Using the static stochastic resource allocation, certain
level of uncertainties can be tolerated, and the sensor network can
maintain a given level of QoS.

However, statistical characteristics of a task may be signifi-
cantly various from period to period, due to impacts from the
environment, the system, and tasks themselves. For instance,
when the temperature of the target field increases, processors
in the sink of a sensor network may be unstable, leading to long-
er execution time in average. In this case, the mean of the actual
PMF may increase. In another case, the frame size of the image
may be reduced by the administrator in a surveillance system,
which means the data size decreases and the average execution
time of this task is shorter. Besides, tasks may arrive at sinks in
a short period of time due to the synchronization among cam-
eras. In this case, a lot of tasks need to wait for execution, queu-
ing in the task buffer of the sinks. Since the order of the queue is
random, the execution time of a given task may be random. The
deviations of actual PMFs increase.

Some questions arise when estimated PMFs are different from
actual PMFs: (1) How does the original static schedule work? Does
it still maintain the required level of QoS? (2) If the performance of
the original schedule degrades, how much is the degradation? (3)
How much improvement can re-scheduling provide? Is re-schedul-
ing a practical solution? The stochastic resource allocation includes
a lot of convolutions, which are time consuming. Furthermore, the
number of convolutions is proportional to the number of process-
ing units, i.e., cores. The recent many-core technologies provide
hundreds of cores in one processor. The re-scheduling may become
a significant overhead. Our experiment shows that the Min–min
algorithm takes more than an hour to schedule 1024 tasks in an
eight-core system. Only when the overhead of re-scheduling is
smaller than the degradation of the original schedule, the re-
scheduling can be considered as a practical solution.

The major objective of this paper is to answer above questions.
In the first part of this work, a stochastic model for resource allo-
cation is presented. The estimated task execution time information
is known as a PMF. For a given task schedule, the makespan PMF of
a core is generated by convoluting PMFs of all the tasks on its task
list. A probability that the whole system can complete all tasks in a
certain time is computed by convoluting makespan PMFs of cores.
So for a given resource allocation, we find the robustness, e.g.,
makespan, that system can provide with a given probability. We
also propose a measurement metric for the impacts of differences
between estimated PMFs and actual PMFs. In the second part of
this work, we simulate the environment with inaccurate informa-
tion and compare three greedy heuristics when using the inaccu-
rate information.

In summary, two major contributions of this work include: (1)
The development of a metric for measuring the impact of the inac-
curate information on stochastic resource allocation; (2) The per-
formance comparison of three greedy heuristics when using
incorrect information.

In Section 2, we discuss related works. In Section 3, models for
stochastic task scheduling in multi-core embedded systems are
presented. We also provide the model for information inaccuracies
in this section. A motivational example is provided in Section 4. We
discuss three algorithms for stochastic task scheduling in Section 5,
followed by experimental results in Section 6. Finally, we give the
conclusion in Section 7.
2. Related works

A framework for robust resource allocation is provided in [3].
Authors in [3] give a robustness definition. Also, a four-step proce-
dure is established for deriving a robustness metric. In step one,
the robustness of system is described in a quantitative way, and
the range of performance parameter ðbmin; bmaxÞ is given. In step
two, all the system and environmental parameters that may im-
pact the robustness of the system are modeled. In step three, the
relationship between these perturbation parameters and the per-
formance parameters is defined. Finally, the robust range of pertur-
bation parameter is determined by substituting the perturbation
parameters in the range of performance parameter ðbmin; bmaxÞ.

Previous works have been reported on determining the sto-
chastic behavior of application execution times [13–19]. A new
approach for predicting task execution times is proposed in
[20]. In [6], the authors present a derivation of the makespan
problem that relies on a stochastic representation of task execu-
tion times. In [21], the problem of robust static resource alloca-
tion for distributed computing systems under imposed QoS
constraints is investigated. A stochastic robustness metric is pro-
posed based on a stochastic model describing the uncertainty in
system and its impact on system performance. Although the sto-
chastic representation of task execution times can describe the
system uncertainty, problems arise when modeling the stochas-
tic representation. There are two conventional ways to model
the stochastic representation that is usually PMFs: (1) using
the statistic information from previous runs of the same task
to generate the PMF directly; (2) assuming PMFs of task execu-
tion times are Gaussian distributions, and using the statistic
information from previous runs to determine the expectation
and the variance [21]. However when the environment is
changed, these stochastic representations may not be accurate.
For example, a set of PMFs are generated based on some previ-
ous runs that occur in a light-weight contention scenario. When
they are applied in other heavy contention scenarios, these PMFs
are not accurate in the sense that actual ones may have larger
variance due to the heavy contention. So resource allocation
with these inaccurate PMFs may lead to the violation of QoS
requirements. The related works above does not evaluate what
the relationship is between the degree of inaccurate in stochastic
representation and the degradation of robustness in the system.
3. Model and definition

3.1. Stochastic model

In a normal heterogeneous multi-core embedded system, usu-
ally there is a set of tasks to be executed. Also, there are a number
of cores with various computation power and characteristics in the
system. An estimated probabilistic estimated time to compute (ETC)
matrix P is known before scheduling. For the convenience of read-
ers, we list acronyms used in the rest of this paper in Table 1. We
assume that the estimated probabilistic ETC matrix is generated
using the second approach as discussed in Section 2. The entry
Pi;j of P represents the PMF of execution time of task i on core j.
When making mapping decisions, we use the information to gen-
erate probability distributions of task completion times on differ-
ent cores.

For a given set of tasks and a given schedule, the estimated
makespan distribution is the probability distribution of total execu-
tion time of the whole set of tasks based on the ETC matrix. We can



Table 1
Acronyms used in the paper.

Name Description

QoS Quality of the service
PMF Probability mass function
ETC Estimated time to compute
CAT Core available time
MCT Minimum completion time alogrithm
Mo Original makespan
Mn New makespan
Mc Correct makespan
MNo Normalized original makespan
MNn Normalized new makespan
MNc Normailzed correct makespan
Rn New_ratio
Rc Correct_ratio
Ri Improve_ratio
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calculate this probability distribution by convoluting probability
distributions of task execution times. The robustness in this paper
is the minimum makespan ðKÞ while maintaining a pre-deter-
mined probability h that all cores will complete their tasks list
within K.

As estimated PMFs of task execution times are generated with
statistic information of previous runs of tasks, any environment
or system changes may lead to inaccuracy. Assuming that we can
get the updated information about those distribution by some
methods, we are able to obtain a resource allocation that meets
the QoS requirement with more confidence. We call these distribu-
tions (PMFs) updated PMFs. There are methods to obtain updated
PMFs, for example, on-line profiling [22,23]. The development of
these methods is out of the scope of this paper.

In the case that we can get updated PMFs of task execution
times, whether a new resource allocation is necessary becomes an-
other problem. Using a new resource allocation not only requires
time to re-run the scheduling algorithm, but also brings the over-
head of re-arranging resources in the system. However, if we can
predict the degradation of robustness based on the difference be-
tween updated PMFs and estimated PMFs, i.e., the degree of inac-
curate information, we can decide whether a new resource
allocation is necessary. Furthermore, with knowledge of which
scheduling algorithm performs the best when using inaccurate
information, we can reduce the probability that a new resource
allocation is necessary by using the best scheduling algorithm.
We will provide some insights on these two questions in our eval-
uation part in the paper.

3.2. Measurement parameters

Since differences between estimated PMFs and updated PMFs
may cause the robustness degradation, several measurement
parameters are introduced to measure the robustness
degradation.

� Original Schedule: Task Schedule generated by using estimated
PMFs
� Remapped Schedule: Task Schedule generated by using updated

PMFs
� Makespan: The total time taken for a system to finish all tasks

with a given task schedule
� Original Makespan ðMoÞ: The makespan using estimated PMFs

and the original Schedule
� New Makespan ðMnÞ: The makespan using updated PMFs and

the original Schedule
� Correct Makespan ðMcÞ: The makespan using updated PMFs and

the remapped Schedule
� New_ratio ðRnÞ:
Rn ¼
Mn �Mo

Mo
ð1Þ
� Corretc_ratio ðRcÞ:
Rc ¼
Mc �Mo

Mo
ð2Þ
� Improve_ratio ðRiÞ:
Ri ¼
Mn �Mc

Mc
ð3Þ
As discussed in the previous section, the robustness metric
in this paper is the minimum makespan ðKÞ while maintaining
a pre-determined probability h that all cores will complete their
tasks list within K. The smaller the makespan ðKÞ is, the more
robust the system is. Original makespan gives the robustness of
the system assuming accurate information is used in the sche-
dule. When inaccurate information is used in the original sche-
dule, new makespan results in the actual robustness of the
system without re-running the scheduling algorithm. Correct
makespan indicates the new robustness when a new schedule
is generated with updated accurate information. New_ratio
shows the degradation of the robustness when using the inac-
curate information. Improve_ratio reveals the improvement
caused by re-running the scheduling algorithm. Correct_ratio
indicates impacts of changes of environment on the system’s
robustness.
4. Motivational example

In this section, we will demonstrate how the inaccurate infor-
mation impacts the robustness of a schedule. Consider a case with
five independent tasks that need to be scheduled in a two cores
embedded system. The estimated execution time distributions of
different tasks running in these two-core are shown in Fig. 1(a).
We assume all these distributions are normal distributions as
shown in Fig. 1(b).

In this example, we use the Min-min heuristic, which will be
introduced in the next section, to schedule these independent
tasks. Task A is scheduled first in core P1, followed by task C
in core P0. Then we schedule task D in core P1 right after task
A, and task B in core P0, as shown in Fig. 2. After we schedule
these four tasks in the system, we can compute the probability
distributions of makespans in these two cores by convoluting
task execution time distributions. Makespan distributions are
shown in Fig. 3. For each of these two cores, we can calculate
the convolution of the makespan distribution of the core and
the execution time distribution of E running in the core, which
is shown in Fig. 4. By comparing results of these convolutions,
we can make a greedy decision of which core task E is sched-
uled to. If task E is scheduled in P0, all five tasks can be finished
by time 34, with the probability of 90%. Otherwise, If task E is
scheduled in P1, all tasks can be finished by time 27 with the
probability of 90%. We schedule task E in P1.

In some cases, current statistical characteristics of the task
execution time may be different from previous estimated ones.
The estimated PMF cannot represent the actual distribution of
the task execution time accurately. Assuming that the actual dis-
tribution of task E is different from the estimated one, the distri-
bution of E in core P0 is a normal distribution with the mean of
9, and the standard deviation of 1, while the distribution in core
P1 is another normal distribution with the mean of 14 and the
standard deviation of 6. In this case, if E is scheduled in P1,



Fig. 1. (a) Means and standard deviations of the task execution time distributions; (b) Normal distributions of task execution time.

Fig. 2. The schedule without task E.

Fig. 3. Makespan probability distribution
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the system will finish tasks by time 34 with 90% guarantee,
about 26% robustness degradation. If E is scheduled in P0, all
tasks will be done by time 33 with 90% guarantee, which results
in a different greedy decision from the one based on estimated
information as shown in Fig. 5.

In this example, the inaccurate information can degrade the
robustness, i.e., makespan in this example. Therefore, we will
investigate how different degrees of inaccurate impact the robust-
ness and how different scheduling heuristics perform under an
inaccurate information environment in following sections.
s of cores before task E is scheduled.



Fig. 4. Estimated makespan probability distributions of cores after task E is scheduled.
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5. Algorithms

5.1. Overview

Three static greedy heuristics are used. Minimum completion
time (MCT) [24] is an one-phase heuristic. The output of this heu-
ristic depends on the order in which tasks are mapped to cores.
Min–min [24,25] and Max–min [24,25] are two-phase heuristics.
These two heuristics are independent from tasks assigning order
in the sense that for a given set of tasks and a system with a certain
set of cores, outputs are identical no matter how many times it
runs.

Greedy heuristics are widely used in heterogeneous system re-
source allocation. Compared to global heuristics such as genetic
algorithm and simulated annealing, greedy heuristics can get a sche-
dule much quicker than global heuristics. Previous works show
that Min–min heuristics can get a schedule as optimal as the one
generated by a genetic algorithm.
Definitions of these three heuristics are provided below. Core
available time (CAT) is the probability distribution of time when
the core will finish all tasks that are assigned to this core previ-
ously. The PMF of the completion time for a new task ti on core
cj; cti;j, can be calculated by convoluting the CAT of core cj and
the execution time distribution of task ti on core cj.
5.2. MCT

Minimum Completion Time (MCT) [24] assigns tasks in an arbi-
trary order to cores. For an unmapped task, MCT maps it on the
core that can complete this task in the earliest time while main-
taining a certain probability. The idea behind MCT is that it consid-
ers both the execution time of the task on the core as well as the
load balance. Since MCT assigns tasks in an arbitrary order, the
scheduling results are non-determinstic. The MCT algorithm is
shown in Fig. 6.



Fig. 8. Max–min algorithm.

Fig. 9. COV based method for generate Gamma random matrix.
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5.3. Min–min

Min–min [24,25] selects the task-core pair in two phases. In
phase 1, for each unmapped task, the core that can complete it in
the earliest time while maintaining a certain probability is selected
to form a pair. In phase 2, among all pairs, the pair that has the
minimum ct is selected, and the task in the pair is mapped to the
corresponding core. The idea behind Min-min is that it does its best
to keep the current load balance with the least change on it. The
Min0-min is provided in Fig. 7.

5.4. Max–min

Max–min [24,25] is similar to Min–min. In phase 1, Max–min
does exactly the same as that of Min–min. Then in phase 2,
Max–min finds the task-core pairs with the maximum ct, which
is different from Min–min. The idea behind is that tasks with larger
execution time will likely increase the penalty if these tasks are not
assigned to their best cores. Fig. 8 shows the Max–min algorithm.

6. Simulation

6.1. Simulation setup

To evaluate the robustness degradation caused by the inaccu-
rate information, the following approach was used to simulate
the stochastic resource allocation in a heterogeneous multi-core
embedded system. A set of 1024 independent tasks was formed
randomly. They consist of 28 task classes, where tasks in the same
class are identical. There are 8 heterogeneous cores in a system.
Each of these cores has its own computation power and character-
istic. So the estimated probabilistic ETC matrix P has the size of
28� 8. PMF Pi;j is based on Gamma distribution with a mean of
mi;j and a standard deviation of sdi;j. In our simulation, we generate
PMFs by sampling the probability density functions (PDF) of Gamma
distributions with a start point, an end point and a fixed step. Each
of the 40 simulation trials has different estimated probabilistic ETC
matrix P.
Fig. 6. MCT algorithm.

Fig. 7. Min-min algorithm.
Before generating PMFs of Gamma distributions, values of
means and standard deviations need to be determined. We ran-
domly generate a 28� 8 mean matrix based on Gamma distribu-
tion as well as the standard deviation matrix. Here, we use the
COV based method [26] with the mean of task execution time from
40 to 80, and both coefficients of variation of tasks and cores uni-
formly from 0.35 to 1, as shown in Fig. 9. When forming the PMF
Pi;j, we can sample the PDF of Gamma distribution with a mean
of mi;j and a standard deviation of sdi;j. The objective of this method
to generate PMFs for simulation. And this method can be imple-
mented easily by a statistical computing tool R [27]. In literature,
there are several low-overhead methods [28–30] to generate sto-
chastic profiles with sufficient coverage of variances in practical
applications.

To simulate the case in which updated PMFs are different from
estimated PMFs, parameters (mean or standard deviation) of up-
dated PMFs are generated by multiplying parameters of estimated
PMFs with a scalar matrix S.

For example, if mean values are modified,

updated meanði; jÞ ¼ meanði; jÞ � Si;j ð4Þ

The entry of scalar matrix S is based on a uniform distribution
with a range of ½Smin; Smax�.
6.2. Simulation results

6.2.1. Compare impacts on robustness when modifying different
parameters

In this part, we compare impacts on robustness when using dif-
ferent scalar matrixes as well as modifying different parameters.

We simulate two different scenarios in which two different
kinds of inaccurate information occur:



Fig. 11. The original makespan when changing the mean and the standard
deviation with a fixed scale parameter.

Fig. 12. The normalized new makespan when changing the mean and the standard
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1. Keep standard deviations unchanged, and multiply means with
a scalar matrix.

2. Keep means unchanged, and multiply standard deviations with
a scalar.

The first scenario usually happens when the embedded system
is employed in a physically inconstant environment. For example,
in an environment where temperature changes rapidly, cores will
likely run faster in low temperature than that in high temperature.
As the temperature increases, means of the probability distribution
of execution times may increase. In this case, the statistic informa-
tion collected previously in low temperature may not be accurate.
The second scenario happens when resource contention among
tasks changes. When the resource contention is light, a core likely
finishes same tasks in a narrow distribution, especially around the
mean of the distribution. When the contention is heavy, the distri-
bution of a task class in a core may be wide, i.e., with larger stan-
dard deviations. In our simulation, the scalar matrixes are within
the range of [0.1,1.9], [0.1,2.9], [0.1,3.9], [0.1,4.9].

MCT heuristic is used in all these four parameter modifications.
The result of each trial is the average value of MCT with 25 differ-
ent task mapping order.

In Fig. 10(a), the increase of new_ratio is proportional to the in-
crease of the scalar matrix range with 20% to 70% penalty. Obvi-
ously, the increase of mean values of the execution time
distribution leads to a longer makspan. This 20% to 70% penalty
is caused by the inaccurate information used in the original sche-
dule. We find that the improve_ratio, which indicates the improve-
ment of re-scheduling, does not change as much as the increase of
the scalar matrix range. Note that when we calculate the impro-
ve_ratio, we compare the difference between the new_makespan
and the correct_makespan. In the convolution of these two distri-
Fig. 10. (a) New_ratio, correct_ratio and improve_ratio when changing the mean;
(b) new_ratio, correct_ratio and improve_ratio when changing the standard
deviation.

deviation with a fixed scale parameter.

Fig. 13. The normalized correct makespan when changing the mean and the
standard deviation with a fixed scale parameter.
butions, we use the updated PMFs. The ‘‘improve_ratio’’ columns
show that the level of improvement brought from the re-schedul-
ing does not mainly depend on the inaccurate degree of the infor-
mation, but depends on what the task set consists of. The
correct_ratio is also proportional to the increase of the scalar ma-
trix range. It shows that the degradation of robustness is a linear
function of the degree of how the environment changes. Compar-
ing Fig. 10(b) with Fig. 10(a), we find that the inaccurate standard
deviations have much less impacts on the robustness than that of
the inaccurate means.

6.2.2. Compare the performance of different heuristics
In this part, three different heuristics (Min–min, MCT, Max–

min) are compared with their performance when using inaccurate



J. Li et al. / Journal of Systems Architecture 57 (2011) 840–849 847
information. In this part, we will keep the standard deviations fixed
and change mean values. To compare the performance of these
heuristics, normalized makespans of MCT and Max-min are
introduced.

� Max–min normalized original makespan
Fig. 14
standar
MNoðMax—minÞ ¼ MoðMax—minÞ
MoðMin—minÞ ð5Þ
� Max–min normalized new makespan
MNnðMax—minÞ ¼ MnðMax—minÞ
MnðMin—minÞ ð6Þ
� Max–min normalized correct makespan
Fig. 15. The correct_ratio of three heuristics when changing the mean and the
standard deviation with a fixed scale parameter.
MNcðMax—minÞ ¼ McðMax—minÞ
McðMin—minÞ ð7Þ
� MCT normalized original makespan
MNoðMCTÞ ¼ MoðMCTÞ
MoðMin—minÞ ð8Þ
� MCT normalized new makespan
MNnðMCTÞ ¼ MnðMCTÞ
MnðMin—minÞ ð9Þ
� MCT normalized correct makespan
MNcðMCTÞ ¼ McðMCTÞ
McðMin—minÞ ð10Þ
Fig. 16. The improve_ratio of three heuristics when changing the mean and the
standard deviation with a fixed scale parameter.
In the respect of the three ratios (Nnew_ratio, correct_ratio, and
improve_ratio), Figs. 14–16 show that the Max-min is least im-
pacted by the inaccurate information. However, in Figs. 11–13,
Max–min has the longest new makespans and the longest correct
makespans among these three heuristics. It means that the Max–
min generates the least robust schedules in the environment with
or without inaccurate information, even though the inaccurate
information has smallest impacts in the Max–min. So the Max–
min performance is the worst among these three heuristics. The
performance of MCT is very close to the performance of Min-min
with respect to the original makespan. Furthermore, MCT outper-
forms the Min–min in the new makespan. It means that MCT is less
impacted by the inaccurate information and performs close to the
Min–min in the original makespan, and it performs the best in the
new makespan even though the difference between these two heu-
ristics is not significant.
. The new_ratio of three heuristics when changing the mean and the
d deviation with a fixed scale parameter.
7. Conclusion

We propose a systematic method of measuring the robustness
degradation with a stochastic approach. We evaluate impacts of
inaccurate information on system robustness in two different sce-
narios. In our simulation, the makespan is the robustness metric.
We find that the makespan with inaccurate information increases
proportional to the increase of mean values of task execution time
distribution caused by environment changes. Also, 20% to 70% pen-
alty is caused by the inaccurate information used in making sched-
uling decisions. The impact of environment changes on the
robustness is linear to the degree of how much inaccurate informa-
tion (mainly the shift of means of PMFs) is generated by these envi-
ronment changes. However, the improvement of re-scheduling
with updated information mainly depends on how the task set
consists of, not how inaccurate the information is. We also find
that the impact of inaccurate means of PMFs is much larger than
inaccurate standard deviations.

Among these three greedy algorithms, MCT performs the best
under inaccurate information. It generates schedules that are al-
most as optimal as ones from Min–min where accurate informa-
tion is used. And inaccurate information has less impacts on
schedules from MCT than it does on Min–min. Max–min performs
the worst.
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