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As  the  semiconductor  technology  proceeds  into  the  deep  sub-micron  era,  the  leakage  and  its dependency
with  the  temperature  become  critical  in  dealing  with  power/energy  minimization  problems.  In this  paper,
we study  the  problem  on  how  to  schedule  a  hard  real-time  system  to achieve  the  minimal  overall  energy,
including  both  dynamic  and  leakage  energy  consumption.  We  first  develop  an energy  estimation  method
that can  be  used  to  accurately  and  efficiently  calculate  the  overall  energy  consumption  of  a  candidate
nergy minimization
cheduling
ynamic voltage scaling
eakage/temperature dependency

schedule.  Based  on  the  proposed  energy  equation,  we then  develop  two  scheduling  methods,  i.e. an
off-line  and  an  on-line  method,  to  minimize  the  overall  energy  consumption  for real-time  systems.  Our
experimental  results  demonstrate  that  the  proposed  energy  estimation  method  can  achieve  up  to  two
orders of  magnitude  speedup  compared  with  an  existing  approach  while  maintaining  good  accuracy.
In addition,  with  a  large  number  of  different  test  cases,  both  our  off-line  and  on-line  approaches  can

existi
significantly  outperform  

. Introduction

The human’s appetite for high-performance computing systems
as driven the semiconductor technology into the deep sub-micron
DSM) era. The continued shrinking of the transistor size, together
ith increasingly complicated circuit architectures, have resulted

n a significant increase of the power density. It is predicted that
n a matter of a few years, the number of transistors that can
e integrated into one 300 mm2 die will reach 100 billion and

ts power consumption can be as high as 300 W [1]. One of the
mmediate consequences is the energy consumption issue which
as posed tremendous challenge to digital system designers of
oth embedded and server platforms. For battery-driven embed-
ed systems, given the fact that the growing of battery technology

s far lagging behind the development of the semiconductor tech-
ology, unless more advanced low-power or power-aware design
echniques are applied, the applicability of such devices will be
everely limited. For power-rich server systems, on the other
and, the high energy consumption directly leads to high tem-

erature, which not only increases the packaging/cooling costs,
egrades the reliability/performance of the system, but also signif-

cantly increases the leakage power consumption due to the strong
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leakage/temperature dependency in the DSM domain. Therefore,
power/energy minimization techniques are urgently demanded at
every design abstraction levels.

Early research efforts are mainly focusing on how to reduce the
dynamic energy consumption of a system. Dynamic voltage scaling
(DVS) is well known to be one of the most effective dynamic energy
reduction techniques. Due to the convex relationship between
the dynamic power consumption and the processor speed level,
a quadratic dynamic power reduction can be achieved at the
expense of a linear performance reduction. However, as the leakage
becomes more and more prominent in the DSM domain, the leakage
energy component as well as its interdependence with the temper-
ature have to be properly taken into consideration. As evidenced in
[2], the leakage power will increase by 38% when chip temperature
raising from 65 ◦C to 110 ◦C. In fact, thermal/temperature constraint
is becoming an increasingly critical issue in the computing system
deign [3]. Due to the leakage/temperature dependency, the leakage
energy consumption is as important as the dynamic energy con-
sumption. Therefore, an energy optimization design technique can
become ineffective or inefficient if the interdependency between
leakage and temperature is not properly addressed.

In this paper, we are interested in studying the problem of
energy minimization for hard real-time scheduling on single-core
systems by considering the dependency between leakage and tem-
perature. The complexity of the problem lies in the fact that leakage

energy consumption depends on both supply voltage level and
temperature. For instance, two identical speed schedules may
result in different energy consumptions simply because their ini-
tial temperatures are different. Therefore, how to accurately and
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fficiently estimate the energy consumption of various candidate
peed schedules is the key to solve this problem.

We  summarize the major contributions of this work below:

First, we develop an effective closed-form energy estimation
method with the leakage/temperature dependency taken into
consideration.
Secondly, based on the proposed energy estimation method,
we further develop two scheduling algorithms to minimize the
overall energy consumption. The first algorithm is an off-line
algorithm, targeting at a real-time system consisting of a set of
periodic tasks with the same period and deadline. The second
algorithm is an on-line algorithm, which is intended for more
general real-time systems consisting of multiple sporadic tasks.
Finally, we conduct extensive experiments to evaluate the perfor-
mance of our proposed energy estimation method as well as the
online/offline energy efficient scheduling algorithms. Our experi-
mental results show that the proposed energy estimation method
can achieve a speedup up to two orders of magnitude compared
with the existing approach while maintaining high accuracy. Our
experimental results also show that the proposed scheduling
algorithms consistently outperform the existing approaches in
terms of energy reduction.

The rest of this paper is organized as follows. Section 2 dis-
usses the related work. Section 3 introduces the system models
sed in this paper and Section 4 provides a motivational example.

n Section 5 we show how to derive the proposed energy estimation
quations, based on which we present our overall energy mini-
ization scheduling algorithms in Section 6. Experimental results

re discussed in Section 7. Section 8 concludes this paper.

. Related work

The power/energy minimization problem has been researched
xtensively for a couple of decades [4–10]. Early research efforts are
ainly focusing on reducing the dynamic power/energy, i.e. the

redominate component of the overall power/energy consump-
ion. By taking advantage of the convex relationship between the
ynamic power and supply voltage, many technique (e.g. [4,5])
trive to lower down the processor supply voltage and working
requency. As the leakage becomes more prominent, a few tech-
iques are proposed to minimize the overall energy, which consists
f both dynamic and leakage energy. For example, Jejurikar et al.
6,7] proposed a scheduling technique, based on the so called criti-
al speed to balance the dynamic and leakage energy consumption,
ith the goal to minimize the overall energy consumption. These

pproaches assume that the leakage current is constant. However,
s semiconductor technology ventures into the DSM domain, the
eakage/temperature dependency becomes too significant to be
gnored. As shown in [11], a power/thermal aware design technique
imply becomes ineffective if the interdependence of leakage and
emperature is not properly addressed.

Recently, there are a number of works [3,12–15] pub-
ished on minimizing the overall energy consumption with the
eakage/temperature dependency taken into consideration. Specif-
cally, Yang et al. [15] develop a quadratic leakage model to simplify
he leakage/temperature dependency. Based on this model, they
roposed a Pattern-based approach to schedule a periodic task
nd reduce the energy consumption when a processor reaches its
hermal steady state. This approach mainly focuses on processors

ithout DVS capability. It reduces the energy consumption at the

emperature steady state by periodically switching the processor
etween the active and dormant mode. In our research, we assume
hat the leakage depends not only on the temperature but also
rmatics and Systems 3 (2013) 274– 285 275

on the supply voltage as well. Bao et al. [12] employ the circuit-
level leakage power model (piece-wise linear (PWL) leakage model)
to model the interdependency between the leakage, temperature
and the supply voltage. They propose a method to distribute idle
intervals judiciously when scheduling a task graph such that the
temperature of the processor can be effectively cooled down to
reduce the leakage energy consumption. In our approach, we use
a different leakage model, i.e. same to the one used in [16]. Our
energy estimation method is derived based on this model. It forms
the basis of the proposed scheduling algorithms. Note that, all these
scheduling algorithms are off-line scheduling algorithms.

While a schedule developed off-line may  be more effective to
provide certain guarantee, an on-line schedule can be more effec-
tive in saving energy. Moreover, for a more complicated real-time
system, such as a real-time system consisting of multiple sporadic
tasks scheduled by the EDF policy, the temperature rarely reaches
the steady state. In such a scenario, an on-line scheduling algorithm
becomes more desirable.

Several work were published to address the on-line energy opti-
mization problem. For example, Yuan et al. [17] introduce a simple
heuristic to turn on or off a processor based on its workload and
temperature. This approach directly employs the circuit-level leak-
age model [2,18] to capture the interdependence of leakage and
temperature. However, as a result of the complexity from the non-
linear and high order terms of this model, the approach in [17] can
only be applied for soft real-time systems. Bao et al. [13] propose an
on-line temperature aware DVS technique to minimize the energy
consumption when scheduling a task graph. This approach requires
extensive off-line static analysis to generate a lookup table (LUT)
for each task under various temperature conditions, so that the
scheduler can adjust the processor speed accordingly to minimize
energy consumption on-line. There are also other on-line thermal
aware approaches such as [19–23]. They focus more on peak tem-
perature reduction or throughput maximization under a given peak
temperature constraint.

Our on-line scheduling algorithm seeks to minimize the overall
energy consumption of a hard real-time system consisting of a set of
aperiodic tasks, scheduled according to the EDF policy. To the best
of our knowledge, we are not aware of any other thermal-aware
scheduling technique that can guarantee the hard deadline for an
aperiodic task set.

3. Preliminaries

3.1. System models

In this paper, we  choose the processor model as single-core sys-
tems. For the real-time applications, we first consider a set of hard
periodic tasks with the same period, or equivalently, one single
consolidated task with the period equal to its deadline. We  fur-
ther extend our research to a more general real-time application
model, in which task set (� ) consists of n sporadic tasks, denoted
as � = {�1, �2, . . ., �n} and scheduled according to the EDF policy.
For each task �i ∈ � , we have �i≡ {ai, ci, di, pi}. Specifically, ai rep-
resents the arrival time of �i. ci is the worst case execution time
(WCET) of �i under the maximum clock frequency. di is the relative
deadline of �i with respect to its arriving time. pi is the minimum
inter-arrival time between any two  consecutive jobs of �i. In this
paper, we  refer pi as the period of �i.

The thermal model used in this paper is similar to the one
that has been used in similar research (e.g. [15,23–26]). Specif-

ically, T(t) and Tamb are the chip temperature and the ambient
temperature, respectively. P(t) denotes the power consumption
(in W)  at time t, and R, C are the thermal resistance (in ◦C/W)
and thermal capacitance (in J/◦C), respectively. Then, we have
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RC(dT(t)/dt)) = RP(t) + (T(t) − Tamb). We  can scale T such that Tamb
s zero and then we have

dT(t)
dt
= aP(t) − bT(t), (1)

here a = 1/C  and b = 1/RC.
We  assume that the processor can provide n different supply

oltage levels with each level associated with a different clock fre-
uency. We  further assume that during each speed transition, an
xtra energy overhead of Esw will be consumed and a timing penalty
f � will be incurred during which the clock is halted that no com-
utation can take place.

The overall power consumption of a processor is composed of
wo parts: the dynamic power Pdyn and leakage power Pleak. The
ynamic power consumption is independent to the temperature
nd can be formulated as Pdyn = Cloadfv2

k , where Cload is the equiva-
ent parasitic capacitance, f is the clock frequency and v is the supply
oltage. Since the working frequency is in proportion to the sup-
ly voltage level, we can further assume Pdyn = C2v3

k
[27], where

k is the kth supply voltage level and C2 is a constant. The leakage
ower can be calculated as Pleak = Ngate · Ileak · vk, where Ngate rep-
esents the number of gates and Ileak is the leakage current, which
an be formulated by a non-linear exponential Eq. (2)

leak = Is · (A  · T2 · e((  ̨ · Vk+ˇ)/T) + B · e(� · Vk+ı)), (2)

here Is is the leakage current at certain reference temperature and
upply voltage, T is the operating temperature, A, B, ˛, ˇ, �, ı are
mpirically determined technology constants.

As reported in [28,29] that the leakage current changes super
inearly with the temperature and by using linear approximation

ethod to model the leakage/temperature dependency, reason-
ble accuracy can be maintained. Thus, the leakage power for the
rocessor running in mode k can be effectively estimated as [24]

leak(k) = C0(k)vk + C1(k)Tvk, (3)

here C0(k) and C1(k) are constants. As we can see from Eq. (3), the
eakage power depends on both the supply voltage and tempera-
ure. Then, total power consumption at the kth processor mode is

(k) = C0(k)vk + C1(k) · Tvk + C2v3
k. (4)

ccordingly, the temperature dynamic at the speed level k can be
ormulated as

dT(t)
dt
= A(k) − B(k)T(t), (5)

here A(k) = a(C0(k)vk + C2v3
k
) and B(k) = b − aC1(k)vk. Hence, for a

iven time interval [t0, te], if the initial temperature is T0, by solving
q. (5), the ending temperature can be formulated as below:

Te = A(k)
B(k)

+
(

T0 −
A(k)
B(k)

)
e−B(k)(te−t0),

= G(k) + (T0 − G(k))e−B(k)(te−t0).

(6)

In Eq. (6), by letting (te− t0) → ∞,  we have te equals G(k) which
s called the steady state temperature of the kth speed level. For an
nitial temperature T0, if the steady state temperature of a processor
peed level is greater than T0, the temperature will increase, or
ecrease otherwise.

. Motivational examples

As leakage varies with temperature, one key challenge in our

esearch is to calculate the overall energy consumption of a speed
chedule accurately and efficiently.

Let us consider a speed schedule shown in Fig. 1(a). The
peed schedule, S ≡ [A, B, C, D], consists of four intervals with
Fig. 1. A speed schedule and its temperature curve.

each characterized by a speed level (s1 to s4) and a duration
((t1− t0) . . . (t4− t3)).

Since the leakage energy used to take only a small portion of
the overall energy consumption, some early works [4–7,30] sim-
ply ignore the leakage or assume it to be constant. However, as
shown in [11], these energy models can result in large estimation
errors in the DSM domain, where leakage/temperature dependency
is prominent.

An alternative method, similar to that in [31], is to divide an
interval into a number of small sub-intervals (as shown in Fig. 1(b)).
Within each sub-interval, one can assume that the power consump-
tion remains constant. To calculate the energy consumption of S,
we can divide each interval into multiple sub-intervals with equal
length, i.e. �. Then, the energy consumption of the first sub-interval,
i.e. from t0 to t0 + �, can be calculated in the following steps,

Edyn = C2 · S3
3 · �,

Eleak = s3 · � · Is · (A  · T2
0 · e((  ̨ · s3+ˇ)/T0) + B · e(� ·  s3+ı)),

Etotal = Edyn + Eleak.

(7)

The dynamic energy component, which is independent to the
temperature, is calculated based on our power model introduced
in Section 3, while the leakage energy consumption is obtained
by using the circuit-level model (Eq. (2)). The temperature within
this sub-interval is assumed to be constant, which is the initial
temperature T0. By adding these two components, we can obtain
the overall energy consumption of the first sub-interval. With Eq.
(2), this method can achieve relatively accurate energy estimation
as long as the sub-interval (�) is sufficiently small. However, the
computational cost can be very sensitive to the accuracy of this
approach.

Assume that we need to compare the energy consumption of
the schedule S with another schedule S′ ≡ [D, C, B, A], and find the
better one in terms of energy reduction. Even though S and S′ have
identical dynamic energy consumption, the leakage energy con-
sumptions are totally different simply because the temperature
curves produced by running S and S′ are totally different. Note that,
the overall energy consumptions are different even for the same
schedule with different starting temperatures. The computational
cost would be prohibitively high if we use this method to calcu-
late the energy consumption on-line. Evidently, an accurate energy
estimation method with low computation cost is highly desirable.

In the sections that follow, we first introduce our method to cal-
culate the energy consumption for a schedule. We  then present an
off-line and an on-line scheduling method to minimize the energy
consumption.

5. Energy estimation equation

From the motivational example above, we  can see that it is criti-

cal to develop a method that can rapidly and accurately estimate the
energy consumption of a given schedule. As one of the major com-
ponents of overall energy consumption, the leakage energy as well
as its strong dependency with temperature have made the energy
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stimation a non-trivial task. In this section, we  first discuss how to
alculate the energy consumption for a single speed interval. Then,
e discuss how to calculate the energy consumption for a periodic

chedule.

.1. Energy calculation for single speed interval

Without losing of generality, let us consider running a processor
n mode k, i.e. applying the kth speed level, during interval [t0, te].
ased on our thermal model, the temperature varies following Eq.
1). By integrating both sides of Eq. (1), we have∫ te

t0

dT(t)
dt
· dt = a ·

∫ te

t0

P(t)dt − b ·
∫ te

t0

T(t)dt,

T(te) − T(t0) = a · E(t0, te) − b ·
∫ te

t0

T(t)dt,

E(t0, te) = 1
a
· (T(te) − T(t0) + b ·

∫ te

t0

T(t)dt).

(8)

here T(t0) and T(te) denote the starting and ending temperature of
nterval [t0, te] and E(t0, te) represents the energy consumed during
his interval. Note that in Eq. (8), T(te) can be analytically calculated
rom Eq. (6) that

(te) = G(k) + (T(t0) − G(k))e−B(k)(te−t0). (9)

lso, the integral term
∫ te

t0
T(t)dt can be expressed as,

te

t0

T(t)dt =
∫ te

t0

G(k)dt +
∫ te

t0

(T0 − G(k)) · e−B(k)(t−t0)dt

= G(k) · (te − t0) + 1
B(k)

· (G(k) − T0)(e−B(k)(te−t0) − 1).

(10)

Replacing T(te) and the integral term
∫ te

t0
T(t)dt in Eq. (8) with

q. (9) and (10), the overall energy consumed within the interval
t0, te] can be formulated by a closed-form equation

(t0, te) = 1
a
· (G(k) + (T(t0) − G(k))e−B(k)(te−t0) − T0 + b · (G(k)

· (te − t0) + 1
B(k)

· (G(k) − T(t0))(e−B(k)(te−t0) − 1))). (11)

From Eq. (11), we can see that in order to obtain the energy con-
umption of a given interval, we only need to know the duration of
he interval (te− t0), the initial temperature (T(t0)) and the current
rocessor speed level (k), which determines the value of G(k) and
(k), according to our system models.

With Eq. (11), we can quickly calculate the energy consumption
f a given speed schedule. Recall the example shown in Fig. 1. Now,
f applying Eq. (11), the overall energy consumption of the schedule

 can be formulated as

total = E(t0, t1) + E(t1, t2) + E(t2, t3) + E(t3, t4). (12)

It is not difficult to see that by applying Eq. (11), the proposed
nergy calculation method (Fig. 1(c)/Eq. (12)) has significantly
ower computational cost than the energy estimation method in
31] (Fig. 1(b)/Eq. (7)). The number of steps required to estimate
he energy consumption of the complete schedule is equal to the
umber of intervals the schedule has, i.e. 4 in this example. The

omputational overhead reduction is achieved from two aspects.
irst, by using the proposed closed-form energy equation, there
s no need to divide one speed interval into several small sub-
ntervals. Second, for each evaluation interval, instead of calculating
rmatics and Systems 3 (2013) 274– 285 277

the dynamic and leakage energy separately, we can obtain the over-
all energy consumption in one step.

5.2. Energy calculation for periodic schedule

Now, let us consider the case if a speed schedule we  are deal-
ing with is periodic (as shown in Fig. 2) and we  want to calculate
the energy consumption when running this schedule for N peri-
ods. Before temperature reaches the steady state, the temperature
curves at different periods are different. As a result, the (leakage)
energy consumption within each period is also different. We  can
certainly employ the closed-from equation introduced above to cal-
culate the total energy consumption interval by interval, which is
far more efficient than using the approach in [31]. However, in this
case, we still need to find the starting/ending temperature of each
of the 4N intervals and calculate the corresponding integral indi-
vidually. The computational costs can still be very high if N is large.
In what follows, we introduce another energy estimation method
that work more efficiently.

Consider the example shown in Fig. 2 that a periodic schedule
S̃ ≡ [A, B, C, D] is running with an arbitrary starting temperature.
Without losing of generality, we  assume that the schedule S̃ repeats
for a total number of N periods (or copies). We  use T(t˛

ˇ
) to denote

the starting temperature of the ˇth interval in the ˛th copy of the
periodic schedule S̃. Also, in this example we assume that for inter-
val A, B, C and D, the processor runs in the speed level S3, S1, S4 and
S2, respectively and we  have S4 > S3 > S2 > S1.

To obtain the overall energy consumption of S̃, we  apply Eq. (8)
to each speed segment. Then, we have

E(t0
0, t0

1) = 1
a

(
T(t0

1) − T(t0
0) + b

∫ t0
1

t0
0

T(t)dt

)

E(t0
1, t0

2) = 1
a

(
T(t0

2) − T(t0
1) + b

∫ t0
2

t0
1

T(t)dt

)

E(t0
2, t0

3) = 1
a

(
T(t0

3) − T(t0
2) + b

∫ t0
3

t0
2

T(t)dt

)

E(t0
3, t1

0) = 1
a

(
T(t1

0) − T(t0
3) + b

∫ t1
0

t0
3

T(t)dt

)

. . .

E(tN−1
2 , tN−1

3 ) = 1
a

(
T(tN−1

3 ) − T(tN−1
2 ) + b

∫ tN−1
3

tN−1
2

T(t)dt

)

E(tN−1
3 , tN

0 ) = 1
a

(
T(tN

0 ) − T(tN−1
3 ) + b

∫ tN
0

tN−1
3

T(t)dt

)

(13)

Sum up the above 4N equations we get

Esum = 1
a
·
(

T(tN
0 ) − T(t0

0) + b ·
(

N−1∑
x=0

∫ tx
1

tx
0

T(t)dt +
N−1∑
x=0

∫ tx
2

tx
1

T(t)dt

+
N−1∑
x=0

∫ tx
3

tx
2

T(t)dt +
N−1∑
x=0

∫ tx+1
0

tx
3

T(t)dt

))
, (14)

where Esum is the total energy consumption that we  want to find.
T(tN

0 ) and T(t0
0) are the final and initial temperature of the periodic

schedule S̃, respectively. Each summation term is corresponding to

the summation of all N integral terms for interval A, B, C and D.

Recall that in Eq. (10), if the kth speed level is applied during
an interval, the corresponding integral term can be analytically
expressed. G(k) and B(k) are known a priori given a processor model,
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Fig. 2. A periodic schedu

nd T(t0) is the initial temperature of the segment being evaluated.
imilarly, from Eq. (14), it is not difficult to see that the overall
nergy consumption Esum depends upon the starting temperature
f each speed interval, i.e. T(t0

0), T(t0
1), T(t0

2), T(t0
3). . .T(tN−1

2 ) and
(tN−1

3 ).
To obtain these values, one straightforward way  is to keep track

f the entire schedule S̃ and calculate the temperature at those
pecific time instants and then apply the proposed integral based
ethod for all 4N intervals and sum them up. However, the com-

lexity of this method can be extremely high if there are too many
umber of intervals. A more computational efficient method is to

ormulate the temperature values analytically. According to [16],
he differences between the ending temperature and the start-
ng temperature of each single copy of a periodic schedule form

 geometric series. Specifically, we have

T(t2
0) − T(1

0) = (T(t1
0) − T(0

0)) · K0,

T(t3
0) − T(2

0) = (T(t2
0) − T(1

0)) · K0,

. . .

T(tN
0 ) − T(N−1

0 ) = (T(tN−1
0 ) − T(N−2

0 )) · K0,

(15)

here K0 = exp(−B(3)(t0
1 − t0

0) − B(1)(t0
2 − t0

1) − B(4)(t0
3 − t0

2) −
(2)(t1

0 − t0
3)).

The significance of this observation is that we  can obtain the
emperature information within the qth period of the periodic
chedule S̃ based on those within the first copy. For example, the
tarting temperature of qth period of the schedule, i.e. T(tq

0), can be
ffectively calculated by

(tq
0) = T(t0

0) + (T(t1
0) − T(t0

0)) · (1 − Kq
0 )

1 − K0
. (16)

imilarly, other temperature information within the qth period can
lso be formulated as1:

T(tq
1) = T(t0

1) + (T(t1
0) − T(t0

0))(1 − Kq
0 )K1

1 − K0
,

T(tq
2) = T(t0

2) + (T(t1
0) − T(t0

0))(1 − Kq
0 )K2

1 − K0
,

T(tq
3) = T(t0

3) + (T(t1
0) − T(t0

0))(1 − Kq
0 )K3

1 − K0
,

(17)

here

K1 = exp(−B(1)(t0
1 − t0

0),
K2 = exp(−B(4)(t0
1 − t0

0) − B(1)(t0
2 − t0

1),

K3 = exp(−B(2)(t0
1 − t0

0) − B(1)(t0
2 − t0

1) − B(2)(t0
3 − t0

2)).

(18)

1 The details regarding how to derive Eq. (16) and (17) can be found in [16].
 its temperature curve.

By applying Eq. (16) and (17), we  can see that the temperature
at all speed transition instants can be obtained analytically after
we get the temperature information within the first period of S̃, i.e.
T(t0

0), T(t0
1), T(t0

2), T(t0
3) and T(t1

0).
Now let us first consider all “A” intervals in Fig. 2. The starting

temperature of the qth “A” interval has already been formulated in
Eq. (16). Therefore, the summation of the initial temperature of all
“A” intervals can be expressed as

N−1∑
q=0

T(tq
0) = N · T(t0

0) + T(t1
0) − T(t0

0)
1 − K0

·
(

N − 1 − KN
0

1 − K0

)
(19)

Once the initial temperature of all “A” intervals are available, the
summation term of the total N corresponding integrals (in Eq. (14))
can be formulated as

N−1∑
x=0

∫ tx
1

tx
0

T(t)dt = N · G(3) · ((t0
1 − t0

0) + ˇA) − ˇA ·
N−1∑
q=0

T(tq
0), (20)

where ˇA = 1/B(3) · exp(−B(3)(t0
1 − t0

0) − 1).
Similarly, based on equation group (17), the summation of the

initial temperature of all “B” intervals, “C” intervals and “D” inter-
vals are

N−1∑
q=0

T(tq
1) = NT(t0

1) + T(t1
0) − T(t0

0)
1 − K0

K1

(
N − 1 − KN

0
1 − K0

)
,

N−1∑
q=0

T(tq
2) = NT(t0

2) + T(t1
0) − T(t0

0)
1 − K0

K2

(
N − 1 − KN

0
1 − K0

)
,

N−1∑
q=0

T(tq
3) = NT(t0

3) + T(t1
0) − T(t0

0)
1 − K0

K3

(
N − 1 − KN

0
1 − K0

)
.

(21)

Correspondingly, the summation of the integral terms of all “B”
intervals, “C” intervals and “D” intervals are

N−1∑
x=0

∫ tx
2

tx
1

T(t)dt = NG(1)((t0
2 − t0

1) + ˇB) − ˇB ·
N−1∑
q=0

T(tq
1),

N−1∑
x=0

∫ tx
3

tx
2

T(t)dt = NG(4)((t0
3 − t0

2) + ˇC ) − ˇC ·
N−1∑
q=0

T(tq
2),

∫ x+1

(22)
x=0

0

tx
3

T(t)dt = NG(2)((t1
0 − t0

3) + ˇD) − ˇD ·
q=0

T(tq
3),

where ˇB = 1/B(1) · exp(−B(1)(t0
2 − t0

1) − 1); ˇC =
1/B(4) · exp(−B(4)(t0

3 − t0
2) − 1) and ˇD = 1/B(2) · exp(−B(2)(t1

0 −
t0
3) − 1).
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Therefore, the overall energy consumption of the periodic
chedule S̃ after running for N copies can be formulated as

˜total =
1
a
·
(

(T(t1
0) − T(t0

0)) · (1 − KN
0 )

1 − K0
+ b ·

(
N−1∑
x=0

∫ tx
1

tx
0

T(t)dt

+
N−1∑
x=0

∫ tx
2

tx
1

T(t)dt +
N−1∑
x=0

∫ tx
3

tx
2

T(t)dt +
N−1∑
x=0

∫ tx+1
0

tx
3

T(t)dt

))

(23)

Note that, in Eq. (23), given an initial temperature, e.g. T(t0
0), we

nly need to calculate the starting temperature of intervals within
he first copy of S̃ to get the entire temperature information of the
chedule and as a result, the overall energy consumption can be cal-
ulated accordingly. It is worth of mentioning that the accuracy to
mploy Eq. (23) to estimate energy consumption is contingent upon
he accuracy of using linear approximation method to estimate the
eakage. In Section 7, we use experiments to quantitatively evalu-
te the accuracy and efficiency of our proposed energy estimation
ethod.
In the next section, we apply the proposed energy estimation

ethod to solve the overall energy minimization scheduling prob-
ems.

. Our energy minimization scheduling algorithms

In the previous section, we proposed a simple yet effective
nergy estimation method to calculate the overall energy con-
umption for a given schedule. Then, by formulating the differences
etween the ending and the starting temperature of each consec-
tive copy of a periodic schedule as geometric series, we further
roposed an efficient method to estimate the overall energy con-
umption of a given periodic schedule.

In this section, based on the proposed energy estimation meth-
ds and the so-called M-Oscillating technique [24], two energy
inimization scheduling algorithms are presented. The first one is

argeting at reducing the overall steady state energy consumption
f a real-time system consisting of only one periodic task, while the
econd one can be applied for a more general case that a real-time
ystem consists of multiple sporadic tasks scheduled under the EDF
olicy.

.1. Energy minimization for a single task under the thermal
teady state

In this subsection, we propose an off-line scheduling approach
o minimize the overall energy consumption of a system under the
hermal steady state. We  assume that the task set consists of a set of
eriodic tasks with equal period and deadline. We  can equivalently
ssume such a system consists of only one periodic task with its
eadline equal to its period. Formally, the problem that we want to
ddress in this subsection can be formulated as follows:

roblem 1. Given a hard real-time task set with period p and worst
ase execution time c, develop a feasible schedule such that the
verall energy consumption can be minimized under the thermal
teady state.

.1.1. Constructing an M-Oscillating schedule by considering

ransition overhead

The proposed scheduling algorithm is based on the principle of
he M-Oscillating approach [24], which has shown to be effective
n controlling peak temperature. Given a task with period of p and
rmatics and Systems 3 (2013) 274– 285 279

the worst case execution time of c, it is not always possible to use
the constant speed Scon = c/p to execute the task and two neighbor-
ing speeds of Scon (Si and Sj, (Si < Sj)) are used as shown in Fig. 3(a).
Let the processor runs at Si for ti seconds followed by tj seconds
of Sj to complete the workload. The M-Oscillating approach calls
for alternating Si and Sj for every ti/m and tj/m seconds, respec-
tively.

Note that, in the original M-Oscillating approach [24], the tran-
sition overhead incurred by the processor mode switching is not
considered. However, in reality, due to the transition overhead, the
clock will halt for a short interval � at each speed transition and
a workload loss is imposed [23]. One solution to compensate this
workload loss is to increase the processor speed so that more work-
loads can be finished with the same time. However, this option
is not always viable, e.g. when the current speed is already the
maximum speed. Alternatively, one could extend the high speed
interval and reduce the low speed interval to make this compensa-
tion. Therefore, when considering the transition timing overhead
and letting tim (and tjm) be the adjusted length of the low (and high)
speed interval in an M-Oscillating schedule, then based on Fig. 3(b),
we can establish the following relationships,

m(tim + tjm + 2�) = p, (24)

Sitim + Sjtjm =
c

m
. (25)

The first equation denotes that the total duration of the adjusted M-
Oscillating approach equals the period of the task, while the second
equation guarantees the required workload can be completed by
the deadline. Hence, with any given m, we can immediately obtain
values of tim and tjm accordingly.

Furthermore, based on the above equations, the amount of time,
i.e. ı, that needs to be taken away from low speed interval can be
calculated as

ı = (Si + Sj) · �

Sj − Si
(26)

From Eq. (26), we can easily notice that ı is a positive number. Thus,
the number of transitions, i.e. m,  cannot be arbitrarily increased
since the low speed duration ti in the ideal two-speed schedule
has to be sufficiently large to accommodate m speed transitions.
Therefore, the maximum allowable m can be calculated by letting

m · (ı + �) ≤ ti (27)

or

m ≤ ti

ı + �
(28)

Obviously, the term (ti/(ı + �)) in the above is not necessarily an
integer. Therefore, in order to ensure the workload constraint, we
set the upper bound of m as

m ≤ mMax = 
 ti

ı + �
�, (29)

One special case of our approach occurs when the calculated Scon

is less than the lowest available speed, then we choose the lowest
speed and the idle mode for oscillation. Under this scenario, we
do not need to adjust the high speed duration and the low speed
duration to compensate the workload loss since there is no task
execution during the idle mode in the first place. The tim and tjm
can thus be calculated as (ti/m) and (tj/m), respectively, while the
upper bound of m is given by 
(ti/2�)�.
At this point, given the WCET and the deadline/period of the task,
we can find a feasible M-Oscillating schedule that can guarantee the
real-time constraint of the task, and at the same time, with the non-
negligible transition overhead being considered. Now the problem
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Fig. 3. M-Oscillating and the corresponding temperature curve at thermal steady state.
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s how to determine the best value of m that achieves the mini-
al  overall energy consumption under the thermal steady state.

ince the (leakage) energy consumption is strongly depending on
he temperature, we need to obtain the temperature information
f a candidate schedule before we can evaluate its energy con-
umption. Therefore, we next study the thermal characteristic of
he M-Oscillating schedule.

.1.2. Calculating the steady state temperature and energy
onsumption

Consider an M-Oscillating schedule and the corresponding tem-
erature curve, which are depicted in Fig. 3(b) and (c). Without

osing of generality, we assume that there are totally m divisions
nd correspondingly, 2m times of mode switching within one task
eriod. The duration that the processor spends in ith and jth mode
ithin one division, i.e. tim and tjm, can be calculated by Eq. (24).

he processor is assumed to be turned into idle mode between
ach speed transition for a small time frame �. To ease the pre-
entation, we denote that the processor is in mode � during each
ow-high transition and in mode � during each high-low transition
ven thought they represent the same idle mode. Similar to the
xample we showed in Fig. 2, in an M-Oscillating schedule, T(t˛

M)
enotes the starting temperature of the processor mode M in the
th division.

As we start to run the processor with the M-Oscillating schedule
rom certain initial temperature, i.e. Tamb in this case, the temper-
ture will gradually increase. Eventually, when the heat generated
y the processor matches the heat that can be removed by the
eatsink, the processor is said to be in its thermal steady state, dur-

ng which, the temperature will follow a periodic pattern instead
f increase indefinitely. Our goal is to minimize the overall energy
onsumption at the thermal steady state.

From Fig. 3(b) and (c), it is not difficult to see that in the thermal
teady state, the processor reaches its peak temperature (Tpeak) at
he end of each high speed interval and then drops to a so-called
quilibrium temperature (Teq) after each idle period that immedi-
tely follows the low speed interval (� interval). Note that, based
n the previously proposed energy equation, the overall energy
onsumption of the M-Oscillating schedule under the thermal
teady state can be formulated once the temperature information
t all mode switching instants are available. Then, for all possible
alue of m,  we choose the one that results in the minimum overall
nergy consumption as our solution. One straightforward way  to

alculate the peak temperature for a given m is to trace the tem-
erature change using Eq. (6) from the Tamb until the temperature
aturated at certain time instant and pick the highest one as the
peak. However, this method can be very time consuming if the
number of candidate schedules, i.e. m, is large. One better solu-
tion is to treat the M-Oscillating schedule as a periodic schedule
and formulate the temperature change analytically. Similar to
Eq. (16), the temperature at time instant tL

� can be formulated as

T(tL
�) = T(t0

� ) + (T(t1
� ) − T(t0

� )) · (1 − KL
0)

1 − K0
(30)

where K0 = exp(− B(j)tjm− B(i)tim− 2Bidle�) and Bidle = B(�) = B(�).
Then, the peak temperature of a given m can be obtained by setting
L→ ∞.  Since K0 is always less than 1 [16], we have

lim
L→∞

T(tL
�) = T(t0

� ) + T(t1
� ) − T(t0

� )
1 − K0

. (31)

Note that once Tpeak is found, other temperature values at the
mode transition points within the same segment are readily avail-
able based on Eq. (6). Thus, the overall energy consumption in one
period at the steady state can be formulated as

Ẽ(m)steady = m · (E(tL−1
� , tL−1

i
) + E(tL−1

i
, tL−1

� ) + E(tL−1
� , tL−1

j
)

+ E(tL−1
j

, tL
�)) + 2m · Esw, (32)

where E(tL−1
i

, tL−1
� ) and E(tL−1

j
, tL

�) denote the energy consumptions

of the low and high speed intervals, respectively. E(tL−1
� , tL−1

i
) and

E(tL−1
� , tL−1

j
) are corresponding to the energy consumption of the

idle period. Esw is the switching energy overhead and there are
totally 2m transitions taking place.

Our problem, therefore, is to minimize Ẽ(m)steady subject to
m ≤ mMax. Because of the simplicity of both our energy estimation
technique as well as the peak/equilibrium temperature calculation
method, we can use simple exhaustive search to find the optimal
value of m.

6.2. Energy minimization of multiple sporadic tasks under EDF
policy

In Section 6.1, we  have introduced an effective energy minimiza-
tion speed scheduling approach targeting at the thermal steady
state. This approach is off-line in nature since we assume a task
always takes its WCET and the processor has already reached the

thermal steady state. However, in real world applications, the
actual execution time of a task can be only a small fraction of
its WCET.  A schedule developed off-line may  be more effective to
provide certain guarantee, but an on-line schedule can be more
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ffective in saving energy. Moreover, for a more complicated real-
ime system, such as a real-time system consisting of multiple
poradic tasks scheduled by the EDF policy, it rarely reaches the
hermal stable state. In such a scenario, the off-line algorithms
imply become not effective at all.

In this subsection, we  extend our method and develop an on-line
cheduling algorithm for task sets with multiple tasks scheduled
nder the EDF policy. Based on our system models, the problem is
ormally defined as follows,

roblem 2. Given a hard real-time task set � consisting of N spo-
adic tasks {�1, �2, . . .,  �n}, develop an on-line speed schedule under
he EDF policy such that the overall energy consumption can be

inimized.

We still employ the M-Oscillating technique in the proposed on-
ine method. One of the key challenges for the on-line algorithm
s to calculate the energy consumption on-line. Therefore, in the
emaining part of this subsection, we first introduce how to formu-
ate the energy consumption of an M-Oscillating schedule without
equiring such a schedule reaches its thermal steady state. Next,
e discuss how to combine the M-Oscillating with and the existing

DF policy to schedule multiple sporadic tasks.

.2.1. Online M-Oscillating energy calculation without steady
tate temperature information

The energy consumption of an M-Oscillating schedule during
he transient stage, i.e. before reaching the steady state, can be
ormulated by using the same method proposed in Section 5.2. Con-
ider an M-Oscillating schedule and the corresponding temperature
urve in Fig. 4. The M-Oscillating schedule can be considered as a
eriodic speed schedule with one period consisting of four speed

ntervals, namely, �, j, � and i. Therefore, the equations we  derived
n Section 5.2, i.e. Eq. (23), can be effectively applied to formulate
he energy consumption of an M-Oscillating schedule during the
ransient stage.

Assuming at certain scheduling point, if there are m divisions
nd the current temperature is T(t0

�), then the overall energy con-
umption is

˜(m) = 1
a
·
(

(T(t1
�) − T(t0

�)) · (1 − Km
0 )

1 − K0
+ b ·

(
m−1∑
x=0

∫ tx
j

tx
�

T(t)dt

+
m−1∑
x=0

∫ tx
�

tx
j

T(t)dt +
m−1∑
x=0

∫ tx
i

tx
�

T(t)dt +
m−1∑
x=0

∫ tx+1
�

tx
i

T(t)dt

))
,

(33)

here the four summation terms can be expressed as

m−1∑
x=0

∫ tx
j

tx
�

T(t)dt = m · Gidle · (� + ˇ�) − ˇ� ·
m−1∑
q=0

T(tq
�),

m−1∑
x=0

∫ tx
�

tx
j

T(t)dt = m · G(j) · (tjm + ˇj) − ˇj ·
m−1∑
q=0

T(tq
j
),

m−1∑
x=0

∫ tx
i

tx
�

T(t)dt = m · Gidle · (� + ˇ�) − ˇ� ·
m−1∑
q=0

T(tq
�),

m−1∑∫ tx+1
�

T(t)dt = m · G(i) · (tim + ˇi) − ˇi ·
m−1∑

T(tq),

x=0 tx

i q=0
i

here ˇj = 1/B(j) · exp(− B(j)tjm− 1); ˇi = 1/B(i) · exp(− B(i)tim− 1);
� = ˇ� = 1/Bidle · exp(− Bidle� − 1) and Gidle = G(�) = G(�).
rmatics and Systems 3 (2013) 274– 285 281

Similarly, each summation term (summation of initial tempera-
tures) on the R.H.S of the above equations can further be calculated
as

m−1∑
q=0

T(tq
�) = m · T(t0

�) + T(t1
�) − T(t0

�)

1 − K0

(
m − 1 − Km

0
1 − K0

)
,

m−1∑
q=0

T(tq
j
) = m · T(t0

j
) + T(t1

�) − T(t0
�)

1 − K0
K1

(
1 − Km

0
1 − K0

)
,

m−1∑
q=0

T(tq
�) = m · T(t0

� ) + T(t1
�) − T(t0

�)

1 − K0
K2

(
1 − Km

0
1 − K0

)
,

m−1∑
q=0

T(tq
i
) = m · T(t0

i
) + T(t1

�) − T(t0
�)

1 − K0
K3

(
1 − Km

0
1 − K0

)
,

where K0 = exp(− B(j)tjm− B(i)tim− 2Bidle�), K1 = exp(− Bidle�),
K2 = exp(− B(j)tjm− Bidle�) and K3 = exp(− B(j)tjm− 2Bidle�).

Note that, in Eq. (33), given an initial temperature, e.g. t0
�, we

only need to calculate the temperature at those time instants within
the first sub-interval, e.g. t0

j
, t0

� , t0
i

and t1
�, to get the entire tempera-

ture information and as a result, the overall energy consumption
of an M-Oscillating schedule with m divisions can be calculated
efficiently.

6.2.2. Combining M-Oscillating with online EDF
In this subsection, based on the proposed energy estimation

method, we  present our on-line leakage aware energy minimiza-
tion scheduling algorithm, namely, the “On-line M-Oscillating”
(OLMO) approach.

To guarantee the real-time constraint, we  adopt the method in
[4] to calculate the constant speed. According to [4], for an arriving
task �i (either new arrival or resumed after preemption) at time
instant t, the constant speed can be determined as follows.

We first calculate the worst-case completion time (WCCT)  and
worst-case remaining time (WCRT)  for each arrived (but not finished)
task. Three cases are considered:

• �i preempts �j
WCCTi = t + ci
WCRTi = ci
WCRTi = WCRTj− sj(t − l) /*l:previous context switch time*/

• �i resumes after �k
WCCTi = WCCTi + WCCTk− tp /* �i was preempted at tp*/

• otherwise
WCRTi = ci
if(dk > di or WCCTi < t), WCCTi = t + WCRTi
else WCCTi = WCCTk + ci,

The required constant speed of �i can thus be calculated as

scon = WCRTi

WCCTi − t
. (34)

Now the two neighboring speeds (Si and Sj) are found based
on the calculated Scon and the given processor model. To guar-
antee the same workload during the period tp, the low speed
duration ti and the high speed duration tj can be formulated as
tj = tp× ((Scon− Si)/(Sj− Si)) and ti = tp− tj, respectively.

Similarly, to incorporate the non-negligible transition overhead,
we  use Eq. (24) to find the duration of the adjusted high speed (tjm)
and low speed (tim) interval under different m values.
At each scheduling point, given the initial temperature T(t0
0),

the overall energy consumption, i.e. Ẽ(m), can thus be formulated
as a function of m (Eq. (33)). Then, our problem is to minimize Ẽ(m)
subject to m≤  mMax = 
 ((ti)/(ı  + �)) � and the real-time constraint.
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Fig. 4. M-Oscillating and the correspo

e  can again use a sequential search to find the optimal value
f m during the run-time. The detailed algorithm is presented in
lgorithm 1.

As an on-line scheduling algorithm, the complexity of the pro-
osed OLMO is a crucial factor to be considered. In our approach, the
ost time consuming task is the searching process for the optimum
. The complexity of the searching algorithm is O(mMax), where
Max is the theoretical upper bound of m,  i.e. mMax =
 ((ti)/(ı  + �)) �.
ased on the task and processor models we used in this paper, in
ost cases, the optimal m can be found within 20 iterations which
ould pose negligible overhead as evidenced later in Section 7.1.

o further improve the efficiency of finding the mopt, we  can use
ome more elaborative searching algorithm such as those target at
nimodal functions [32].

lgorithm 1. On-line M-Oscillating (OLMO) algorithm

: while context switch to task � i at time t do
:  Calculate the constant speed Scon by Eq. (34);
:  Find two  nearest neighboring speeds Si and Sj of the constant speed;
:  Calculate ideal low/high speed duration ti and tj

: Identify upper bound of m:
: if Si /=  idle then
: mMax = 
 ti

ı+�
�

: else
: mMax = 
 ti

2� �
0: end if
1: Assign: Emin =∞ and mopt = 0
2: for m=1:mMax do
3: ifSi /= idle then
4: tim = ti

m − � − ı;

5: tjm =
tj
m − � + ı;

6: else
7: tim = ti

m

8: tjm =
tj
m

9: end if
0: Calculate Ẽ(m); Eq. 23
1: ifẼ(m) < Emin

2: Emin ← Ẽ(m)
3: mopt← m
4: end if
5: end for
6: Return: {Si , Sj , tim , tjm , mopt}
7: end while

In the next section, we use experiments to validate the accuracy
f the proposed energy estimation methods and the performance
f our scheduling algorithms.
. Experimental results

In this section, we use experiments to evaluate our methods.
e first examine the accuracy and efficiency of the proposed
 temperature curve at transient stage.

energy estimation equations. Then, the performance of the pro-
posed energy minimization scheduling techniques will be tested
and discussed.

7.1. Accuracy and efficiency of energy estimation technique

In this subsection, we study the accuracy and efficiency of our
energy estimation methods. We  adopted the processor model sim-
ilar to the one in [16], which is built based on the work by Liao
et al. [2] using the 65 nm technology. Specifically, we  use Eq. (2) to
compute the leakage currents for temperature from 20 ◦C to 140,◦C
with a step size of 5,◦C, and supply voltage from 0.6 V to 1.2 V with
a step size of 0.0 5 V. These results were used to determine the tem-
perature invariants C0(k) and C1(k) in Eq. (3) through curve-fitting.
The thermal constants are chosen according to [33]. The ambient
temperature is set to 25 ◦C. The timing penalty of speed transition
� is set to 5 ms  and the transition energy overhead Esw is 0.01 J
[15].

First, we  test the performance of our energy estimation method
for a single voltage schedule interval, i.e. the method given by Eq.
(11). We  let the processor run in intervals with different lengths
(as shown in the first column of Table 1) and by using different
modes. We  chose the energy estimation method proposed in work
[31] as our baseline. Specifically, an interval is split into a series of
small intervals in each of which the power consumption is close to
a constant. The power consumption within each interval is thus cal-
culated based on Eq. (7). For accurate energy estimation, we  used a
very small time interval, e.g. 0.01 s for each sub-interval. We  com-
pared our proposed method, denoted as PROP, with that of work
[31] from the aspects of energy consumption and computational
cost. We  denoted the Average CPU Time, Average Relative Error
and Average Speedup as A.C.T., A.R.E and A.S., respectively. The final
results were shown in Table 1.

Our experimental results clearly show that the proposed energy
estimation method is very accurate and computationally efficient.
As can be seen in Table 1, the energy consumption estimated by
using our proposed method closely matches the one by using the
approach in [31], with the maximum relative error no more than
2.7% among all our test cases. The computational cost, on the other
hand, is significantly reduced, i.e. up to 177 times of speedup or
over 57 times of speedup in average for our test cases. We  can also
see from Table 1 that the longer the interval is, the more efficient
our method can be. The reason is that the computational cost of
our method is independent to the length of the interval, but for

the method in [31], the CPU time is very sensitive to the interval
length since it needs to divide the entire schedule length into small
sub-intervals. Moreover, Table 1 also indicates that in general the
relative estimation errors of our method decrease as we  increase
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Table  1
Accuracy and efficiency of energy estimation method for single voltage schedule interval.

Interval length (s) Vdd (v) Energy (J) Energy (J) Error A.C.T (s) A.C.T. (s) A.S.
REAL PROP REAL PROP

5 0.6 29.66 28.86 2.7% 0.028 0.0025 11×
0.8  68.39 68.23 2.3%
1.0 152.75 154.74 1.3%
1.2  387.49 392.73 1.3%

10  0.6 59.37 57.79 2.6% 0.038 0.0027 14×
0.8  139.13 136.10 2.1%
1.0 306.45 310.56 1.2%
1.2 780.20 790.68 1.3%

20  0.6 118.79 115.66 2.6% 0.064 0.0026 24×
0.8  278.49 273.53 2.0%
1.0 623.74 631.80 1.3%
1.2  1.57 × 103 1.59 × 103 1.3%

50  0.6 297.04 289.26 2.7% 0.17 0.0028 60×
0.8  696.56 681.83 2.1%
1.0 1.56 × 103 1.58 × 103 1.2%
1.2 3.92 × 103 3.97 × 103 1.3%

100  0.6 594.13 578.60 2.7% 0.48 0.0027 177×
0.8  1.39 × 103 1.36 × 103 2.1%
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7.2. Energy minimization under thermal steady state

T
E

1.0 3.16 × 103 3.1
1.2  7.84 × 103 7.9

he supply voltage levels. This is because for the same interval
ength, higher supply voltage level results in larger absolute value
f energy consumption, which increases the denominator when we
alculate the relative errors.

We  next use experiments to examine the performance of the
roposed on-line energy estimation method, i.e. Eq. (33). We gen-
rated five groups of tasks with different deadlines (D), e.g. 5 s, 10 s,
0 s, 50 s and 100 s. Each group consists of 1000 tasks with randomly
enerated actual execution times varying from 0.5D to 0.95D. For
ach task, we calculate the energy consumption of the M-Oscillating
chedules with m varied from 1 to mMax. We  assume that the ini-
ial temperature is the same as the ambient temperature. Three
pproaches were used to obtain the energy consumption.

The proposed online periodic schedule energy estimation
method, i.e. Eq. (33) in Section 6.2.1. We  refer this method as
the PSE method.
The single interval based energy calculation method. Specifically,
we use Eq. (11) derived in Section 6.1 to calculate the energy
consumption of each interval and apply Eq. (6) to trace the tem-
perature. We  call it the SIE method.
The energy calculation method similar to the one in [31].

Based on our previous discussion, for a single interval, cal-
ulating the energy by using Eq. (11) has already demonstrated
ignificant speedup over the method in [31], while the latter has
etter performance in terms of accuracy (Table 1). Therefore, in

his experiment, to evaluate the accuracy of the PSE method, we
till compare the energy values calculated by the PSE method with
he ones obtained by the method in [31]. The SIE method is used as
he baseline approach to show the additional speedup achieved by

able 2
valuation of transient state energy calculation method.

Interval length (s) Ave. mmax A.C.T. (s) A.C.T
[31] SIE 

5 63 4.68 0.03
10  117 9.63 0.09
20  248 18.38 0.30
50  625 46.2 1.81

100  1180 108 6.03
3 1.3%
3 1.3%

the PSE method. We collected and summarized the corresponding
experimental results in Table 2.

As can be seen in Table 2, our experimental results show the
superiority of our the PSE method. On one hand, the energy con-
sumption estimated by using the PSE method well matches the one
obtained by the approach in [31] with the relative error kept within
4.1%. The CPU time, on the other hand, is significantly reduced com-
pared with the SIE method, i.e. up to 210× of speedup or over 94×
of speedup in average for different task groups. The speedups of
the PSE method over the SIE method come from the following facts.
For each valid m, the PSE method can efficiently obtain the poten-
tial energy consumption based on the current temperature reading
and four simple temperature calculations, i.e. the ending temper-
atures of the 4 intervals within the first period of an M-Oscillating
schedule. The SIE method, on the other hand, needs to calculate the
energy consumption interval by interval and therefore, 4 × m steps
are required to find the overall energy consumption. As m becomes
larger, the computational time increases significantly. Moreover,
the SIE method needs the temperature information at every speed
transition point as the input, thus, a complete thermal simulation
is required for the entire schedule under each m, which can be
extremely time consuming. This experiment shows the fact that
the accuracy of the PSE method is maintained while the compu-
tational overhead is significantly reduced, which is crucial for our
on-line scheduling algorithm.
To study the energy saving performance of our scheduling
approach under the thermal steady state, we compared our
approach with two  existing methods,

. (s) A.C.T (s) A.S. A.R.E.
PSE PSE vs. SIE PSE vs. [31]

4 0.00092 36× 4.1%
3 0.0019 49× 3.4%

 0.0037 81× 2.8%
 0.014 129× 1.9%

 0.03 210× 1.1%
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Fig. 5. Performance comparison of three different scheduling approaches.

A simple naive approach that executes the task with the maximal
speed and turn to sleep mode upon the finish of task execution.
The Pattern-based approach [15] that uses a single speed to run
the task. This approach lets the processor’s active state to be scat-
tered into a number of intervals so that the processor can have a
chance to cool down.

The periods (pi) of the tasks were set to 100 s. The worst case
xecution times were randomly generated with workload density
ui = ci/pi) varying from 0.55 to 0.95 with a step width of 0.05.
he corresponding workload (ci) of each task were calculated by
i = ui× pi. The reason we do not further reduce the workload den-
ity is that when ui < 0.55, the low speed mode used by the Pattern-
ased approach and the proposed technique become the same. The
emperature constraint was set to Tmax = 85 ◦C. The energy con-
umption of each task was  calculated and plotted in Fig. 5(a).

From Fig. 5(a), while both the Pattern-based approach and
he proposed technique can achieve significant energy reduction,
he proposed method consistently outperforms the Pattern-based
pproach under different test scenarios. Compared with the naive
pproach, on average, 26.5% energy can be saved by using our
ethod versus 13.2% by the Pattern-based approach. Compared
ith the Pattern-based approach, the energy reduction of our
ethod achieves from two facts. (i) By using the speed oscillat-

ng, the leakage energy is reduced as a result of the lower peak
emperature. (ii) By applying the two neighboring speed instead of

aximum speed and idle mode, the dynamic energy consumption
s reduced as well.

We  also compare the peak temperature of each schedule, as
hown in Fig. 5(b). The peak temperature achieved by the proposed
pproach can be 21.8 ◦C and 11.4 ◦C (or 6.4 ◦C and 2.1 ◦C in average)
ower than the naive approach and the Pattern-based approach,
espectively. Therefore, our approach can be even more effective
hen the peak temperature constraint becomes tighter.
.3. Online energy minimization under EDF policy

We  next evaluate the performance of our proposed OLMO algo-
ithm by comparing with the Pattern-based approach [15] and the
Fig. 6. Normalized energy consumption of three scheduling approaches.

OLDVS approach [4]. This method uses two neighboring speeds of
the constant speed to execute the task so that the workload can
finish exactly at the deadline.

The task model used in this experiment is set as follows. The uti-
lization (ui) of each task (�i) is uniformly distributed within [0.02,
1.00]. The minimum inter-arrival time (Pi) of �i also has a uniform
distribution, ranging between [50, 500]. To simulate the actual exe-
cution time (ei), we define the actual-to-worst ratio (e2E ratio) as
the ratio of ei over Ei, which was generated randomly for each job
with uniform distribution between [0, 1]. Then for each job of �i, ei
can be obtained by ei = e2E ratio · Ei. The system utilization (work-
load density) is set between [0.5,1.0] with 5% increment. For each
testing case, 1000 tasks were generated and bounded by the corre-
sponding system utilization. The overall energy consumptions by
three different approaches were collected and then normalized to
the ones achieved by the Pattern-based approach.

The results are plotted in Fig. 6 which show that the OLMO signif-
icantly outperforms the other two  existing approaches. Compared
with the Pattern-based approach, the OLMO can save more than 10%
energy on average at low system utilization, while up to 20% energy
can be saved at high system utilization (e.g. 11% and 23% energy sav-
ings at system utilization equal to 0.5 and 1.0, respectively and 14%
saving on average). Compared with the OLDVS,  the OLMO achieves
10% energy saving on average, and the energy saving also increases
with the increment of the system utilization. Compared with both
the Pattern-based approach and the OLDVS,  the proposed OLMO
can significantly reduce the overall energy consumption, particu-
larly under higher system utilization. This is because the processor
tends to choose higher speed levels when the system utilization
is high. As a result, the absolute values of the energy consump-
tion as well as the temperature are high. The M-Oscillating can
achieve significant temperature reduction, especially when the sys-
tem stays in high temperature range. The minimized temperature
curve directly translate to a reduced leakage energy consumption
which is another contributor of energy saving.

8. Conclusions

In this paper, we  study the problem on how to reduce the
overall energy consumption of a hard real-time system by apply-
ing real-time scheduling techniques with the leakage/temperature
dependency taken into consideration. We  first develop an energy
estimation method that can be used to accurately and efficiently
calculate the overall energy consumption of a candidate sched-
ule. Then, based on the proposed energy equation, two scheduling
approaches are proposed. The first one is an off-line approach,
which focuses on how to minimize the energy of a single periodic

task under the thermal steady state. The second one is an on-line
approach that can reduce the overall energy consumption of a hard
real-time system scheduled according to the EDF policy. Our exper-
imental results demonstrate that the proposed energy estimation
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ethod can achieve significant speedup compared with existing
pproaches while maintaining good accuracy. In addition, with a
arge number of different test cases, both the on-line and off-line
pproaches we proposed in this paper outperform the previous
orks consistently.
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