
On-Line Reliability-Aware Dynamic Power Management for Real-Time Systems

Ming Fan1, Qiushi Han2, Shuo Liu2 and Gang Quan2

1 Broadcom Corporation, 3151 Zanker Road, San Jose, CA 95134, USA
2 Florida International University, Miami, FL 33174, USA

E-mail: mingfan@broadcom.com, {qhan001,sliu005,gaquan}@fiu.edu

Abstract— As VLSI technology continues to advance, the
aggressive scaling of transistor size not only dramatically in-
creases the power consumption of a processor chip, but also
significantly decreases the reliability of the chip. While Dy-
namic Voltage and Frequency Scaling (DVFS) techniques
have been shown very effective in power reduction, they can
adversely affect the reliability and stability of computing sys-
tems. In this paper, we present an online power management
approach to schedule real-time tasks on a single processor
platform to minimize the energy consumption without com-
promising the overall system reliability. The proposed algo-
rithm recycles the reserved redundant resources dynamically
and thus can reduce the energy consumption more effectively.
As shown in our simulation study, by exploiting the run-time
dynamics, we proposed technique can significantly outper-
form the previous work in energy savings.

Keywords— Dynamic Power Management, Reliability,
Real-Time

I. Introduction

Nowadays, embedded real-time systems grow rapidly in
both scale and complexity thanks to the advancement in mi-
croprocessor technologies. One key problem, as a result of the
increasing number of transistors on a single die and the aggres-
sive scaling in the transistor size, is the dramatically increased
power consumption, which in turn poses severe constraints on
the operations of a system. Dynamic voltage and frequency
scaling (DVFS) is one of the most commonly used technique
for power/energy management, which has been well studied
in [1], [2]. With DVFS enabled processors, the supply voltage
and frequency are lowered at run-time to achieve energy sav-
ings. However, as shown in recent studies [3], [4], DVFS can
directly and adversely affect the system reliability.

As transistors become smaller and smaller, the reliability
problem for a processor becomes more and more significant.
In addition, reducing the voltage and operating frequency of
a processor exacerbates the reliability problem. For example,
it is reported that the transient fault rate occurred in a pro-
cessor usually increases in several orders of magnitude un-
der low power/frequency condition. Transient fault refers to
the temporary malfunction of a processor, usually caused by
electromagnetic interferences or cosmetic ray radiations, that
can lead to temporary errors in computation and corruptions

in data [5], [6], [7]. With the increased complexities in both
system architecture and applications, the reliability issue is be-
coming more and more critical in the modern real-time embed-
ded system design.

It is a well-known fact that, in real-time systems, there are
usually a large difference between the worst case execution
time and best case execution time for the same real-time task.
Therefore the approach that can take advantage of the run-time
dynamics can be very effective in saving energy. As a result,
we want to study how to employ on-line scheduling techniques
to save energy without degrading the system reliability.

In this paper, we present an on-line reliability-aware dy-
namic power management approach to schedule frame-based
task set on single processor platform. Compared with the ex-
isting work, we have made a number of novel contributions:
• First, we made an interesting observation that the system
reliability varies with the executions of real-time tasks. By
taking the system on-line property into consideration, instead
of guaranteeing the system original reliability through off-line
approach, we satisfy the reliability requirement through an on-
line approach.
• Secondly, by recycling the preserved computing resource
dynamically, our proposed algorithm can effectively exploit
the run-time slacks to adjust the frequencies of real-time tasks
such that the system energy consumption can be minimized
without compromising the system reliability.

The rest of the paper is organized as follows. Section II
describes system models and other background information
necessary for this paper. Section III present our proposed
reliability-aware dynamic power management algorithm. Ex-
periments and results are discussed in Section IV, and we
present the conclusions in Section V.

II. Preliminary

In this section, we introduce our real-time system model,
fault model, reliability model, and power/energy models, re-
spectively.

A. The real-time system model

The real-time system applications considered in this pa-
per consists of N independent tasks, denoted as Γ =
{τ1,τ2, ...,τN}. All tasks in Γ have the same deadline D, but
with different execution requirements. We denote the execu-
tion time of τi as ci. For the rest of this paper, we assume that
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Γ is sorted with increasing execution time.
We consider the uniprocessor system with DVFS operation

capability. Assume that the available discrete frequencies can
vary from the minimum value fmin to the maximum value fmax,
and all frequency values are normalized with respect to fmax,
(i.e. fmax = 1). Specifically, let F denote the discrete fre-
quency set which consisting of L different frequencies, i.e.
F ={ f1, f2, ..., fL}, where fi < f j if 1 ≤ i < j ≤ L. The ex-
ecution time of τi under the frequency fi is given by ci/ fi.

B. The transient fault model

During the execution of an application, faults may occur due
to various reasons, such as hardware failures, software errors
and the effects of electromagnetic interference and cosmic ray
radiations. Previous research has shown that transient faults
occur much more frequently than permanent faults [8]. There-
fore, in this work, we focus on transient faults and adopt the
backward recovery technique to tolerate such faults [9].

More specifically, transient faults are assumed to follow
Poisson distribution with an average arrival rate λ [10]. Con-
sidering the effects of voltage scaling on transient faults, the
average fault rate λ depends on system supply voltage and pro-
cessing frequency. In this paper, we use the exponential fault
rate model used in [11], [12], [3], [4]:

λ( f ) = λ0 ·10
d·(1− f )
1− fmin (1)

where the exponent d(> 0) is a constant, indicating the sen-
sitivity of fault rates to voltage scaling. λ0 is the average fault
rate corresponding to the maximum frequency fmax. That is,
reducing the frequency for energy savings will result in ex-
ponentially increased fault rates. The maximum average fault
rate is assumed to be λmax = λ0 ·10d , which corresponds to the
lowest frequency fmin.

C. The reliability model

Given a frequency assignment for N tasks, i.e. F =
{ f1, f2, ..., fN}, we introduce four concepts, i.e. the task re-
liability, the optimal system reliability, the static system relia-
bility and the dynamic system reliability to model and describe
the reliability for task and system, respectively.

Definition 1: Given a task τi, the task reliability of τi under
frequency fi, denoted as Ri( fi), is defined as [3], [4].

Ri( fi) = e−λ( fi)·
ci
fi (2)

where λ( fi) is given by Equation (1).
Ri( fi) represents the probability of completing τi’s execution
successfully under frequency fi with no fault occurrence.

Definition 2: Given a frame-based task set Γ consisting of
N tasks, the optimal system reliability of Γ, denoted as Ro, is
computed as [3], [4].

Ro =
N

∏
i=1

Ri( fmax) (3)

where fmax is maximum available frequency in the system.
Ro represents the probability of completing all tasks success-
fully at the maximum available frequency fmax with no fault
occurrence.

Definition 3: Given a frame-based task set Γ= {τ1,τ2, ...τN},
a frequency assignment F = { f1, f2, ..., fN} and backup block
assignment B = {b1,b2, ...,bK}. The static system reliability,
denoted as Rs, is defined as:

RK
s ( f1, ..., fN) = R1( f1) ·RK

s ( f2, ..., fN)+

(1−R1( f1) ·R1( fmax) ·RK−1
s ( f2, ..., fN)(4)

where R0
s ( f j, ..., fN) = ∏

N
i= j Ri( fi)

Rs depicts the probability of completing all tasks under fre-
quency assignment F with K-recovery blocks in B. The first
term in equation (4) represents that task τ1 completes success-
fully and all K recovery blocks are made available to the re-
maining tasks. Similarly, the second term represents that task
τ1 fails and subsequently is recovered with one recovery block.
The remaining tasks will have (K-1) recoveries to complete
their executions. According to work [11], the complexity of
calculating RK

s ( f1, .., fN) is O(K ·N).
It is important to point out that when scheduling a task set

Γ on-line, at certain time point t, the status of completed tasks
are deterministic. Let X(t) be an indicator vector for a task
set Γ at time instance t, where X(t) = {x1(t),x2(t), ...,xN(t)},
then X(t) must satisfy the constraints below:

xi(t) = 0 if τi finished successfully at t
xi(t) = 1 if τi finished with fault at t

∑
N
i=1 xi(t)≤ K

(5)

Based on the notation of X(t), we introduce the concept of
dynamic system reliability as below.

Definition 4: Given a frame-based task set Γ= {τ1,τ2, ...τN},
a frequency assignment F = { f1, f2, ..., fN} and backup block
assignment B = {b1,b2, ...,bK}. Let τ j be the last completed
task at certain time point t, then the dynamic system reliability
at t, denoted as Rd(t), is defined as:

Rd(t) = [
j

∏
i=1

((1− xi)+ xi ·Ri( fi))] ·R
Kd(t)
s ( f j+1, ..., fN) (6)

where Kd(t) = K −∑
j
i=1 xi(t), and K is the number of total

reserved recovery blocks.
Note that the first part on the right side of equation (6) (the

production part by ∏) represents the deterministic reliability
combing from the completed tasks, while the second part on
the right side of equation (6) represents the expected reliabil-
ity coming from the uncompleted tasks. Kd(t) denotes the total
left recovery blocks at time t that can be used by the uncom-
pleted tasks, which is obtained by subtracting the consumed
recovery block from the total available recovery block.



D. Power and energy model

The system power model considered in this paper is dis-
tinguished into two parts: frequency-independent part and
frequency-dependent part[11], [4].

P = Pind +Ce f f α (7)

Pind is the frequency-independent power, denoting the power
consumed by off-chip devices such as main memory and ex-
ternal devices. Ce f f α is the frequency-dependent power, in-
cluding the CPU power [13].

Ce f , f and α are the effective switching capacitance, pro-
cessing frequency and dynamic power exponent, respectively.
Note that α is system-dependent constant, and in general is
no smaller than 2. Thus, the energy consumption of a task τi
running at the frequency fi can be formulated as [4]:

Ei( fi) = (Pind +Ce f f α
i ) ·

ci

fi
(8)

Finally, the total system energy consumption under fre-
quency assignment F = { f1, f2, ..., fN} with no fault occur-
rence is obtained by

E( f1, f2, ..., fN) =
N

∑
i=1

Ei( fi); (9)

In the next section, we introduce an on-line reliability-
aware dynamic power management approach that minimizes
the overall system energy consumption meanwhile maintain-
ing the system feasibility and desired reliability.

III. Reliability-aware dynamic power management algo-
rithm

The Reliability-Aware Dynamic Power Management (RA-
DPM) algorithm is an on-line power management algorithm
that dynamically adjusts the tasks’ frequencies by utilizing po-
tential redundant recovery blocks on-line. The system original
reliability obtained by equation (3) can be guaranteed, and the
original recovery requirement can be satisfied. To this end,
we first introduce our RA-DPM algorithm, then discuss the its
reliability property.

A. Algorithm details

RA-DPM algorithm dynamically adjusts the tasks’ frequen-
cies by utilizing run-time slacks which may be increment
through recycling redundant recovery blocks. The purpose is
to minimize the system energy consumption under the con-
straints of reliability and fault tolerance. Algorithm 1 shows
the salient aspects of the RA-DPM.

The brief description of Algorithm 1 is below. Given a input
task set Γ and discrete available frequency set Φ, we first ini-
tialize the all tasks’ frequencies and recovery blocks by IRCS
algorithm [11] (line 1). Note that, any algorithms that stati-
cally assign frequencies and recovery blocks is acceptable for

Algorithm 1 On-line RA-DPM algorithm
Require:

1) Task set : Γ = {τ1,τ2, ...τN};
2) Discrete frequencies : Φ = {φ1,φ2, ...,φL},

where φi ∈ [ fmin, fmax], i = 1,2, ...,L;
1: Initialize all tasks’ frequencies (F = { f1, f2, ..., fN}, fi ∈

Φ) and recovery blocks (B = {b1,b2, ...,bK}) by IRCS al-
gorithm [11];

2: Compute the original reliability Ro by equation (3);
3: Compute the energy consumption Eo by equation (9);
4: T List = Γ;
5: for i = 1 to N do
6: B = current available recovery block set;
7: isRecycle = False;
8: if |T List|< |B| then
9: cmax = max({c fmax

j |τ j ∈ Q});
10: bmin = min({b j|b j ∈ B});
11: bmax = max({b j|b j ∈ B});
12: if cmax < bmax then
13: b∗ = bmax;
14: else
15: b∗ = bmin;
16: end if
17: S = D−∑

N
i=1

ci
fi
+b∗;

18: Remove b∗ from B,;
19: isRecycle = True;
20: end if
21: if isRecycle = True then
22: Re-assign frequencies of all tasks in T List with respect of

new slack time S, such that
1) system on-line reliability(Q) is no smaller than Ro,
2) system energy consumption is no greater Eo;

23: end if
24: Schedule τi under frequency fi with actual fault case;
25: Remove τi from T List;
26: end for

our RA-DPM algorithm. Then calculate the system original
reliability under fmax by equation (3) (line 2). And with ignor-
ing fault occurrence, we can also calculate the system energy
consumption under F by equation (9) (line 3). The task list
T List contains all un-scheduled tasks, and initialized to the in-
put task set Γ. The “for loop” (from line 5 to line 26) schedules
all tasks in T List one by one with default order. If the num-
ber of left tasks in T List is less than the number of recovery
blocks, then we will recycle one certain redundant recovery
block (from line 6 to line 20). In order to keep the original re-
cover capacity, the maximum recovery block or the minimum
recovery block will be recycled (from line 8 to line 16). If the
maximum execution time among all un-scheduled tasks is less
than the maximum recovery block capacity, then we can recy-
cle that maximum reserved block. Otherwise, the minimum
recover block will be recycled. Consequently, the new slacks



can be calculated (line 17). By applying the new slacks to fur-
ther minimize energy consumption, the reliability constraint
must be satisfied (line 22). Current task τi will be scheduled
with its corresponding frequency, and the actual fault status
will be taken into account as well. Finally, remove the current
task τi from T List when it is finished.

B. Reliability analysis

After introducing our proposed RA-DPM algorithm, we
discuss the task reliability and system reliability under the fre-
quencies determined by RA-DPM.

Let Qi represent the actual reliability value of τi, then we
show that RA-DPM can guarantee the original reliability of
τi.

Lemma 1: Let Qi represent the reliability of τi after sched-
uled by RA-DPM, then we have

Qi ≥ Ri( fmax) (10)
Proof: The proof is

case 1: τi is completed successfully

Qi = 1≥ Ri( fmax) (11)

case 2: τi is completed with fault occurrence, and consumes
on backup block.

Qi = Ri( fi)+(1−Ri( fi)) ·Ri( fmax)

= Ri( fmax)+(1−Ri( fmax)) ·Ri( fi)

≥ Ri( fmax) (12)

From equation (11) and equation (12), we can directly con-
clude the result shown in equation (10). 2

Then, we discuss the system reliability under DVFS.
Lemma 2: Let { f1, ..., fN} be the frequency assignment re-

sult and K be the backup block number by RA-DPM, then we
have

RK
s ( f1, ..., fN)≥ Ro (13)

Proof: Given a frequency assignment { f1, f2, ..., fN}, accord-
ing to equation (4), the system reliability can be calculated by

RK
s ( f1, ..., fN) = R1( f1) ·RK

s ( f2, ..., fN)+

(1−R1( f1)) ·R1( fmax) ·RK−1
s ( f2, ..., fN)

Moreover, since RK
s ( f2, ..., fN) ≥ RK−1

s ( f2, ..., fN)the above
equation can be rewritten as

RK
s ( f1, ..., fN)≥ (R1( fmax) + (1−R1( fmax)) ·R1( f1)) ·

RK−1
s ( f2, ..., fN)

Since R1( fmax) + (1− R1( fmax) ≥ R1( fmax), from the above
we can further derive that

RK
s ( f1, ..., fN)≥ R1( fmax) ·RK−1

s ( f2, ..., fN) (14)

Expand the last part on the right side of the above, and simplify
the result following the same rule, we can derive that

RK
s ( f1, ..., fN)≥ R1( fmax) ·R2( fmax)...RN( fmax) (15)

According to equation (3), the right side of the above can be
replaced by Ro, then we can obtain

RK
s ( f1, ..., fN)≥ Ro

2

IV. Experimental evaluation

In this section, we investigate the performance of our pro-
posed algorithms with experimental simulations. We compare
our RA-DPM with other three approaches, i.e. No Power Man-
agement (NPM) approach (baseline, which assigns maximum
frequency to all task, IRCS approach [11] and the RAPM ap-
proach [3].

In the simulations, transient faults are assumed to follow
Poisson distribution with an average fault rate of λ0 = 10−6 at
fmax, which is a realistic fault rate as reported in [14]. More-
over, the fault rate exponent d is set to 2. The six discrete fre-
quency levels that we assume are modeled according to Intel
Xscale processor [15]. We use a cubic frequency-dependent
power component Pd which is equal to unity at fmax = 1.0.

We generate 1000 different task sets, each of which consists
of 10 tasks. For each task, i.e. τi, its worst-case execution time
ci is randomly generated through a uniform distribution in the
range of [1ms,10ms]. In our experiments, we set the thresh-
old of the system reliability to Rg = ρ0 = ∏Ri( fmax), which
is the system reliability when all tasks run at the maximum
frequency fmax. Pind is set to 0.05 as a constant and the avail-
able slack is denoted as L = D−C, where D is the deadline
of the application and C = Σci. Then the slack-to-execution
ratio is calculated by L

C . All energy consumption results are
normalized with respect to the baseline approach, i.e. NPM.
The results of different approaches are collected and plotted in
Figure 1.

Figure 1 shows the results of energy consumption of four
approaches under three different fault scenarios, i.e. fault-
free, 1-fault, and 2-fault, respectively. As illustrated in Fig-
ure 1(a), all three methods can achieve energy savings com-
pared to NPM. Clearly, our RA-DPM outperforms the other
two techniques. For instance, when the slack to execution ra-
tio is 1, our approach attains approximately 18% more energy
saving than IRCS and 24% more than RAPM. The experiment
is repeated with 1-fault occurrence in Figure 1(b). The re-
sults follow the same trend, however has its own characteris-
tics. Unlike the previous experiment, NPM consumes the least
amount of energy when the slack-to-execution ratio is rela-
tively small. This scenario is caused by the re-execution of
one faulty task at maximum frequency and subsequent lack of
space for DVFS. With the increasing slack time, our approach
starts to show its advantage and achieve high energy saving.
This situation is further illustrated in 1(c), our approach still
outperforms the others by a high amount.
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(a)Fault number is 0
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(b)Fault number is 1
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(c)Fault number is 2

Fig. 1. Slack impact on energy consumption under different fault occurrence

V. Conclusions

In this paper, we presented and evaluated a novel relia-
bility aware power management algorithm, called RA-DPM,
which aims to minimize energy consumption while keeping
the system’s reliability at a desired level. RA-DPM dynami-
cally adjusts the tasks’ frequencies by utilizing run-time slacks
which may be increased through recycling redundant recovery
blocks. It differs from the existing works where task frequen-
cies assignments are predetermined, therefore it is more flex-
ible and adaptive. The experimental results demonstrate that
the proposed algorithm can significantly improve the energy
savings compared with the previous works.
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