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1. INTRODUCTION

With exponentially increased transistor density on multi-core plat-
forms, the power explosion and consequently soaring chip temper-
ature have become critical challenges for system designers. More-
over, the increasing chip temperature results in higher leakage power,
hence further aggravates the increment of the overall power con-
sumption [1]. Thus, the dramatically growing power/energy con-
sumption and chip temperature severely affect the cost, reliability
and performance of the systems [4].

In this paper, we study the problem on how to minimize the overall
energy consumption for a real-time schedule on multi-core platform
with consideration of the interdependence between leakage and tem-
perature. We first develop an analytical solution for energy calcula-
tion on multi-core systems, which has no computation of integration
on power. Then, based on our energy calculation method, we pro-
pose an energy minimization algorithm to schedule real-time tasks
on multi-core systems. Validation of our proposed scheme through
experiments is a part of our future work.

The system models used in this work are briefly introduced below.
We consider a multi-core platform consisting of m identical cores.
Each core has n different running modes, each of which is char-
acterized by a pair of supply voltage and working frequency. Let
S represent a speed schedule, which indicates how to vary the fre-
quency and voltage on each core at different time instants. We call
an interval [t,_1,1,] as a state interval if each core runs only at one
running mode within that interval. Let s denote the total number of
state intervals in S, and let Ky denote the running modes of all cores
within the ¢” state interval. The system power consumption at time
t, denoted by P(7), can be formulated as [2]

P(1)=¥+® T(t) )

where T(¢) represents the system temperature vector at time ¢, and ¥
and @ are constant matrices depending on the system running mode.
Then the system thermal model can be formulated as [3, 5]

dT(t)

Cdz

+G(T(t) = Typp) =¥ )
where C is the system capacitance matrix, G is a comprehensive ma-
trix with consideration of leakage power and system conductances,
and 7y, is the ambient temperature. For a state interval [tq_l A4l
once T(z,_1) is determined, based on equation (2), T(z,—1) can be
solved by

T(tll) = eAKthq (T(tq,] ) - Tamh) +A;ql (eAKthq 7I)BK‘1 + Tamb (3)

where AKq = fC_lGKq, By, = C_l‘PKq, and Aty = t,—1t,_1. Note

that, bold text and normal text are respectively used for a vector/matrix

and a value. Thus, given a schedule S and its initial temperature
T(0), we can sequentially calculate the temperature at the end of
each state interval.
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2. OUR PROPOSED WORK

THEOREM 1. Given a state interval [ty 1,1y, let T(ty—1) and
T(1,) represent the temperature qt tim.e t.q,l and tg, respectively.
Then the system energy consumption within [t,1,tg) can be formu-
lated by

E(tg-1,tg) = Aty ¥y, + Py, Gy <Atq‘I’Kq —C(T(ty) — T(zq,l))>
O]

From Theorem 1, we see that once the temperature trace of a sched-
ule is determined, its energy consumption for each state interval can
be rapidly calculated. Accordingly, the total system energy con-
sumption for a schedule S, denoted by E; ;4 (S), can be represented

as
s m

Eyotal(S) = Z ZEi(tqfl 7tt/) ®)

g=1i=1

Given a real-time task set and a multi-core system, let § represent the
set of feasible schedules, i.e. S = {S;,S2,...,Sr}. Then, based on
the energy calculation method, our energy minimization algorithm
can be briefly described as: Find a schedule S+, Sg- € S, such that

Emtal(sk*) = min{Emtal(Sk)| k=1,2, ~-~:L} 6

In the future, we plan to conduct extensive experiments to evaluate
the accuracy of our proposed energy formulation technique, and esti-
mate the performance of the proposed energy minimization method.
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