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As the consequence of the exponentially increased power density on integrated circuits, thermal issues
are becoming critical in design of computing systems. Moreover, as both leakage and thermal issues have
become more prominent in the deep sub-micron domain, a power and thermal aware design technique
becomes less effective if the leakage/temperature dependency is not appropriately addressed. In this
paper, we take into account the dependency among the leakage, the temperature, and the supply voltage
in our theoretical analysis and explore the fundamental characteristics on how to employ dynamic
voltage scaling (DVS) to reduce the peak operating temperature. We find that, for a specific interval, a
real-time schedule using the lowest constant speed is not necessarily the optimal choice any more in
minimizing the peak temperature. We identify the scenarios when a schedule using two different speeds
can outperform the one using the lowest constant speed. In addition, we find that, when scheduling a
periodic task set, the constant speed schedule is still the optimal solution for minimizing the peak tem-
perature when the temperature is at its stable status. We formulate our conclusions into several theorems
with formal proofs.

� 2012 Elsevier B.V. All rights reserved.
1. Introduction

A semiconductor technology continues to scale down, the chip
temperature increases dramatically due to the growing power con-
sumption. The escalating heat has directly led to high packaging/
cooling costs and also potentially degrades the performance, life
span, and reliability of computing systems [1,2]. Left unchecked,
the thermal issue will severely handicap the computing systems
in the near future. The severity of the problem is further high-
lighted by the Intel’s acknowledgement of hitting a thermal wall
[3].

For the past several decades, a closely related problem, i.e. the
power/energy reduction problem, has been researched extensively.
While lowering power/energy consumption does help to reduce
the heat generation, the power aware computing problem and
the thermal aware computing problem are distinctly different, as
exhibited in many previous work (e.g. [4,5]). As a result, the exist-
ing power/energy reduction techniques cannot be readily applied
to address the thermal issues.

When studying the thermal aware dynamic voltage scaling
(DVS) problem, it is imperative to take the dependency among
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the leakage, the temperature, and the supply voltage into consider-
ations. It is a well known fact [6] that the leakage power increases
with the temperature and the supply voltage. Due to down-scaling
of semiconductor device technology, the leakage power consump-
tion is becoming comparable or even surpasses the dynamic power
consumption [7]. Therefore, a DVS technique cannot be effective
without considering the relations among the leakage, the temper-
ature, and the supply voltage.

The goal of this paper is to explore the characteristics and
guidelines that can be exploited in the development of effective
thermal aware design techniques. Since the thermal management
problem is closely related to the power reduction problem, we
started our research by investigating how effective the basic prin-
ciples for energy reduction can be, when applied for dynamic ther-
mal management. We begin with the two well-known principles
[8,9], for dynamic energy reduction,

� Principle 1: using the lowest constant speed leads to the sche-
dule that consumes the minimum dynamic energy.
� Principle 2: if a single lowest constant speed is not available,

then using two closest neighboring speeds is the optimal solu-
tion in dynamic energy reduction.

The question then becomes: when considering the complex rela-
tionship among the leakage power, the temperature, and the supply
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voltage, is it still true that a real-time schedule employing the low-
est constant speed will lead to the lowest peak temperature within
the scheduling interval? We find that, for a specific workload and
interval, the schedule that uses the lowest constant speed is not
necessarily optimal anymore in reducing the peak temperature.
We identify the scenarios when a schedule that uses two different
speeds may in fact lead to lower peak temperature. We also find
that principles similar to the two listed above do exist to minimize
the peak temperature during the temperature stable status when
scheduling a periodic task. We formulate our observations into sev-
eral theorems with formal proofs. The significance of this paper is
that it uncovers a number of fundamental principles in the develop-
ment of effective DVS techniques for thermal aware computing.

The rest of the paper is organized as follows. Section 2 intro-
duces the related work. System models used in this paper are de-
fined in Section 3. Section 4 presents our empirical results to
motivate our research. Fundamental principles are formulated
and proved in Sections 5 and 6. Section 7 concludes the paper.
2. Related work

With the semiconductor technology scaling to the deep sub-mi-
cron domain, the power density of the IC chip is increasing expo-
nentially [7]. Reducing energy consumption has long been a
major design goal in computing system design. For past several
decades, there have been extensive research work published on
power/energy reduction by using DVS techniques (e.g. [8–10]). At
the same time, the soaring chip temperature is becoming critical
as the power density continues to grow. Though the power and
the thermal issue are closely related, previous researches have
shown clearly that the power/energy aware problem and the ther-
mal aware problem have different characteristics (e.g. [4,5,11,12]).
An optimal technique in power/energy reduction is not an optimal
technique with regard to the peak temperature minimization.
Therefore, many recent researches have been conducted to address
the thermal problem at different design abstraction levels, from
circuit, logic, architecture, all the way to the system levels (e.g.
[1,13,14,5,12,15–17], etc.).

As the related work, there have been many scheduling tech-
niques developed that incorporate the thermal issues into the
scheduling decision process (e.g. [18,19,16,15,20] etc.). For exam-
ple, a number of papers have been published on either minimizing
the overall energy consumption (e.g. [18,21,19]) or maximizing the
system throughput (e.g. [15,22,20,23]) under the given maximum
temperature constraint. Specifically, Bao et al. [18] proposed to dis-
tribute the idle interval judiciously when scheduling a task graph
such that the temperature of the processor can be effectively
‘‘cooled down’’ and reduce the leakage and overall power con-
sumption. Yang et al. [21] proposed a ‘‘pattern-based’’ scheduling
approach to periodically switch the processor between the active
and dormant modes and reduce the energy. Huang et al. [19] de-
rived a closed-form energy calculation equation based on which
they further proposed an energy minimization scheduling method
by extending the concept of m-oscillating approach proposed by
Chaturvedi et al. [16]. Zhang et al. [23] developed several algo-
rithms to maximize the throughput of a real-time system by
sequencing the execution of a task set consisting of tasks with het-
erogeneous power/thermal characteristics for processors with and
without Dynamic Voltage/Frequency Scaling (DVFS) capability.

Closely related to our work in this paper, there are also many
other thermal aware scheduling researches seek to reduce the
maximum operating temperature for a computing system. For
example, Bansal et al. [5] modeled the cooling behavior of a device
using first-order approximation to manage the temperature and
energy of the system. Zhang et al. [12] proposed performance opti-
mization by latency minimization under thermal constraints.
Chantem et al. [22] proposed a dynamic work maximization tech-
nique by using DVFS with non-negligible transition overheads and
under the temperature constraint. In [24], Jayaseelan et al. pro-
posed different iterative job sequencing techniques to identify
the peak temperature and to reduce the peak temperature of the
system. Chaturvedi et al. developed [16] a so-called ‘‘m-oscillating’’
scheduling method to minimize the peak temperature for a peri-
odic task set. In their approach they used two-neighboring speeds
to oscillate alternately to reduce the peak temperature of the sys-
tem. Liu et al. [25] proposed to reduce the temperature of the sys-
tem by properly sequencing hot and cool jobs and allocating slack
time to hot jobs based on the duration of execution. Kumar et al.
[17] proposed a stop-n-go approach to reduce the peak tempera-
ture for task with data dependencies. They distribute the slack
time between jobs such that temperature can be minimized and
there is no make-span violation. In [26], Kumar et al. developed a
novel online technique that uses shapers to insert idle-time be-
tween the task set to reduce the peak temperature of the system.
They modeled the task set by a resource-based curve on a single
speed processor.

One distinct difference between our research and the existing
researches is the way we deal with the leakage/temperature
dependency. Some of the existing work totally ignore the leakage
power or the leakage/temperature dependency (e.g.
[26,17,18,12]). As discussed before, a thermal aware scheduling
technique becomes out of sync with the current IC technology in
the deep submicron domain without taking the leakage/tempera-
ture dependency into considerations. As the leakage power be-
comes more prominent, the heat generated by the processor can
dramatically increase the leakage power and thus the overall
power consumption. At the same time, the increased overall power
consumption will in turn drive the temperature to an even higher
level. Therefore, to build an appropriate model that can effectively
handle the sensitive relationship between leakage/temperature, is
the key to success when developing thermal aware scheduling
techniques.

One way to deal with the leakage/temperature dependency is
to incorporate the complex circuit level leakage model into sys-
tem analysis [27,28]. For instance, He et al. [27] and Yuan et al.
[28] studied how to reduce the leakage power at the system le-
vel. Yuan et al. [28] introduced an offline and an on-line sched-
uling algorithm that take into account the leakage/temperature
interactions when scheduling a set of soft real-time jobs. How-
ever, due to the non-linear and high-order magnitude terms in
the model, it can be too complex and cumbersome to be used
for more rigorous real-time analysis and scheduling technique
development.

Another common approach to address the leakage/temperature
dependency that is adopted by existing work (such as
[29,22,18,30,23,31,17,26]) is to assume that the leakage power
changes linearly or quadratically with temperature. Since leakage
current changes super linearly with temperature [32], this model
works well if the supply voltage do not change. Otherwise, as evi-
denced by the empirical results in Huang et al. [33], this model can
lead to large discrepancies in either power consumption or peak
temperature calculation in a DVS system.

In this paper, we use a leakage model that can capture the
leakage/temperature/supply voltage dependencies. Quan et al.
[34] introduced a leakage/temperature model in which the leak-
age current changes linearly with the temperature. According to
this model, the overall power consumption changes with both
temperature and supply voltage. The leakage model we adopted
in this paper is a similar to this model but slightly different, as
introduced later. In Section 4, we also empirically validate this
leakage model.
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3. System model definitions

In this section we define the system models used in this paper,
which include the task model, the processor model, the power
model, and the thermal model.

3.1. Task model

We consider two real-time application scenarios. In the first
case, we assume that a number of real-time tasks within total exe-
cution cycles of c start at time 0 must be finished within the inter-
val of ½0; p�. Since all tasks have the same deadline, for simplicity,
we assume there is only one task with execution cycle of c and
deadline of p. In the second case, we further assume that this task
is periodic with period of p.

3.2. Processor model

The processor that we consider can run in different modes, with
each mode being characterized by a pair of parameters ðv i; fiÞ,
where v i is the supply voltage and fi is the working frequency in
mode i. Even though the circuit delay changes with the circuit tem-
perature dynamically, as given by Eq. (1) [35],

fi ¼
1
td
/ ðv i � v tÞl

v iT
g ; ð1Þ

where v t is the threshold voltage, td is the circuit delay, and l and g
are technology-related constants, we assume that the processor
working frequency in each mode is fixed, and is the one that can
accommodate the peak temperature (i.e. by assigning the peak tem-
perature in Eq. (1) across the entire chip). Let fmax be the largest fi

among different modes. We can normalize the processor working
frequency with fmax and get the normalized processor speed for each
mode. In what follows, unless otherwise specified, we use the term
processor speed or working frequency interchangeably.

3.3. Power model

The power consumption of the processor consists of the dy-
namic power Pdyn and the leakage power Pleak. Pleak changes with
both temperature and supply voltage. Specifically, the leakage cur-
rent for a single transistor Ileak can be formulated as follows [35]:

Ileak ¼ Is � ðA � T2 � eðða�VddþbÞ=TÞ þ B � eðc�VddþdÞÞ ð2Þ

where Is is the leakage current at certain reference temperature and
supply voltage, T is the temperature, A;B;a;b; c; d are empirically
determined constants. Liu et al. [32] found that using linear approx-
imation method to model the leakage current/temperature depen-
dence can achieve reasonable accuracy with greatly simplified
leakage power model. In our work, we adopt this method and sim-
plify the leakage power model as follows:

PleakðkÞ ¼ C0ðkÞvk þ C1T; ð3Þ

where k ¼ 0; � � � ;m� 1 represents m different processor modes.
C0ðkÞ and C1 are constants that can be obtained by curve fitting
for a particular processor under its operating environment condi-
tions. In Section 4, we use empirical study results to justify the
appropriateness of this leakage model.

The dynamic power consumption is independent to tempera-
ture and in general can be formulated as Pdyn / v2

k fk [6]. We assume
that vk varies linearly with fk [6] and thus we model dynamic
power as Pdyn / vn

k with n ¼ 3. Note that setting n to other values
(as long as n > 1) does not affect the theorems and conclusions pre-
sented in this paper. Therefore the total power consumption at
processor mode k can be formulated as

PðkÞ ¼ C0ðkÞvk þ C1 � T þ C2v3
k : ð4Þ
3.4. Thermal model

We use the lumped RC model similar to Skadron et al. [36] to
capture the thermal phenomena of the processor. Specifically,
assuming a fixed ambient temperature (Tamb), let TðtÞ denote the
temperature at time t. Then we have

RC
dTðtÞ

dt
þ TðtÞ � RPðtÞ ¼ Tamb; ð5Þ

where PðtÞ denotes the power consumption (in Watt) at time t, and
R;C denote the thermal resistance (�C/W), and thermal capacitance
(in J/�C). We can then scale T such that Tamb is zero and get

dTðtÞ
dt
¼ aPðtÞ � bTðtÞ; ð6Þ

where a ¼ 1=C and b ¼ 1=RC.
From Eqs. (4) and (6), when a processor running in mode k for

interval ½t0; te�, let the starting temperature be T0, then solving
Eq. (6), the ending temperature can be formulated as below:

Te ¼
AðkÞ

B
þ ðT0 �

AðkÞ
B
Þe�Bðte�t0Þ ¼ GðkÞ þ ðT0 � GðkÞÞe�Bðte�t0Þ: ð7Þ

where

AðkÞ ¼ aðC0ðkÞvk þ C2v3
kÞ; ð8Þ

B ¼ b� aC1; ð9Þ

and

GðkÞ ¼ AðkÞ
B

: ð10Þ

Eqs. (7)–(10) play a critical role in our analytical analysis. For
the sake of simplicity, we use Ak and Gk to denote AðkÞ and GðkÞ,
respectively, if there is no confusion.

4. The empirical studies

Considering that the leakage power changes with both temper-
ature and supply voltage, is the constant speed schedule still the
optimal choice in minimizing the peak temperature within a spe-
cific interval? Before we draw any conclusions, we first launched
a number of empirical studies to obtain some intuitions. We also
conducted several experiments to justify our leakage power model
as well as to study the thermal characteristics of the processor
based on our thermal model. For ease of our presentation, we first
define several representative real-time schedules as follows.

Definition 1. The constant-speed schedule bSðScÞ within an interval
½t0; tp� is the schedule that employs the lowest constant processor
speed Sc to complete the workload within the interval.
Definition 2. A two-speed schedule bSðS1; S2Þ within an interval
½t0; tp� is the schedule that uses the two different speeds S1 and S2

with at-most two transitions between the speed levels to complete
the workload within the interval.

We further define four different types of two-speed schedules.

Definition 3. A dip schedule bSðS1; S2Þ within an interval ½t0; tp� is a
two-speed schedule that uses S1 during the interval
½x1; x2�ðt0 6 x1 < x2 6 tpÞ, and S2 in the rest of the intervals, with
S1 < S2.
Definition 4. A hump schedule bSðS1; S2Þ within an interval ½t0; tp� is
a two-speed schedule that uses S2 during the interval
½x1; x2�ðt0 6 x1 < x2 6 tpÞ, and S1 in the rest of the intervals, with
S1 < S2.
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Definition 5. A step-up schedule bSðS1; S2Þ within an interval ½t0; tp�
is a two-speed schedule that uses S1 during the interval ½t0; x�,
and uses S2 in interval ½x; tp� with S1 < S2.
Definition 6. A step-down schedule bSðS1; S2Þ within an interval
½t0; tp� is a two-speed schedule that uses S2 during the interval
½t0; x�, and uses S1 in the interval ½x; tp� with S1 < S2.

Fig. 1 shows an example of different speed schedules defined
above. Note that, according to Definition 2, once the two speeds
and total workload within the interval are defined, the total length
of the interval to run processor with each speed is also defined (e.g.
t1 and t2 in Fig. 1). In what follows, we present several empirical
results that help to obtain some intuitions on the applicability—
in the context of peak temperature minimization—of the two
power reduction principles mentioned above.

Empirical study 1: first, we wanted to verify if two principles
listed before are still valid in terms of the peak temperature mini-
mization for a given interval. We constructed our processor similar
to the one shown in [37,34], based on the 65 nm technology and
with the conventional air cooling option of Rth ¼ 0:8�C=W;Cth ¼
340 J=�C [1]. We assumed that the processor can run on four active
modes i.e. 0.95, 1.0, 1.05 and 1.10 V, and one shut-down mode. The
corresponding frequency was calculated using Eq. (1). The values
of the remaining parameters are taken from [34]. The ambient
temperature was set to 25 �C and we assume the processor’s start-
ing temperature is the same as the ambient temperature.

We selected three available processor speeds with correspond-
ing supply voltages as 0.95 V, 1.0 V, and 1.05 V, respectively. Five
different types of schedules, i.e. the constant-speed schedule, the
step-down, the step-up schedule, the dip schedule and the hump
schedule were constructed that run the same length and complete
same workload. For dip and hump schedule, the value of x1 (see
Fig. 1) was randomly selected. We then varied the interval length
from 10 to 2000 s to get different schedules. For each test case,
Fig. 1. Different speed schedules: (a) the dip schedule; (b) the hump schedule; (c)
the constant schedule; (d) the step-down schedule; (e) the step-up schedule.
the highest temperature within the corresponding interval by each
schedule was collected and plotted in Fig. 2(a).

As can be seen from Fig. 2(a), while the maximum temperature
using the step-up schedule is always higher than that by the con-
stant-speed schedule, the peak temperature by the other two-
speed schedules can in fact be lower sometimes. For instance,
when the period is equal to 700 s, the peak temperature of the
step-down, the constant, the hump, the dip and the step-up speed
schedules are 37.84 �C, 43.95 �C, 45.07 �C, 46.5 �C and 47.32 �C,
respectively. This result clearly contradicts the conclusion that
the constant-speed schedule is the optimal schedule in terms of
minimizing the peak temperature within a given interval. In the
meantime, we can also observe that the peak temperature by the
step-up schedule is indeed consistently higher than that of other
types of schedules.

We further studied if using the two closest neighboring speeds
is the best choice in terms of peak temperature reduction within a
given interval. Two step-down speed schedules Sa and Sb were
constructed. Sa uses the speed corresponding to supply voltages
0.95 and 1.05 V for low and high speed, respectively, and Sb uses
speeds corresponding to 0.95 and 1.10 V. Both Sa and Sb run the
same length and complete same workload. As done before, we then
varied the interval length from 10 to 2000 s to get different sched-
Fig. 2. The peak temperatures by different schedules within a given interval. (a) The
peak temperature by the step down schedule is lower than that by the constant
schedule for interval length between a and b. (b) The peak temperature by the
schedule (Sa) using the neighboring two speeds is higher than the one (Sb) using the
two non-neighboring speeds for interval length between a and b.
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ules. For each test case, the highest temperature within the corre-
sponding interval by each schedule was collected and plotted in
Fig. 2(b). When comparing their peak temperatures, as shown in
Fig. 2(b), the step-down schedule Sa is not necessarily always bet-
ter than Sb. When the period is set to 700 s, the peak temperature
for Sa is 43.65 �C, while for Sb it is 43.56 �C. This result seems to
also imply that the second principle is not valid either in terms
of the peak temperature reduction.

Empirical study 2: we next want to verify if the two principles
listed before can be used to minimize the peak temperature when
the processor temperature reaches its stable status.

We constructed the five different schedules, i.e., the constant-
speed schedule, the step-down, the dip schedule, the hump sche-
dule and the step-up schedule the same as above, and ran each
schedule not one time but periodically until the temperature be-
came stable and do not seem to change anymore. We then varied
the periods, collected the maximum temperature for each case
and plotted in Fig. 3(a). From this figure, we can clearly see that
the constant-speed schedule always lead to the lowest peak tem-
perature in our experiment, and the peak temperatures by remain-
ing two-speed schedules eventually become the same.

In addition, when we constructed the two step-down schedules
Sa and Sb as above and ran them periodically. From Fig. 3(b), we
can see that the step-down schedule Sa using the two closest
neighboring speeds is always better than Sb. Our empirical results
Fig. 3. Peak temperatures at the stable status by different schedules. (a) The peak
temperature by the constant speed is consistently lower than others. (b) The peak
temperature by the schedule using neighboring speeds is consistently lower than
the one using non-neighboring speeds.
here seem to suggest that the two principles listed before may be
valid in terms of minimizing peak temperature when the processor
reaches the stable status.

These empirical results suggest that using a constant speed in a
schedule, or using the neighboring speeds when the constant
speed is not available, is still the best way to minimize the peak
temperature when the temperature reaches its stable status. In
the next few sections, we formulate these findings into theorems
and prove them formally. Before we introduce the theorems and
their proofs, we first use empirical results to justify our leakage
model and to establish some useful thermal characteristics of our
processor model.

Empirical study 3: in Section 3, we have introduced a simplified
linear leakage power model to model the relationship of the leak-
age, the temperature, and the supply voltages. One immediate
question is how accurate this model is? In this empirical study,
we use an existing processor model drawn from the existing liter-
ature [35] to study this problem. The processor model is same as
used in Empirical study 1 and 2 with conventional air cooling.
However, in this study, we assumed that the processor can run
on 15 active modes i.e. 0.60–1.3 V, with step size of 0.05 V and
one shut-down mode. The corresponding frequency was calculated
using Eq. (1). The values of the remaining empirical and technology
parameters are taken from [34,1]. The ambient temperature was
set to 25�C and we assume the processor’s starting temperature
is the same as the ambient temperature. Based on this processor
model, we compared several existing leakage models.

� The Actual leakage model [35]: PleakðkÞ ¼ Ileakvk where Ileak is
defined in Eq. (2).
� The simple Linear leakage model (e.g. [29,22,24,23]):

PleakðkÞ ¼ C0 þ C1T with C0;C1 being constants;
� LKTV model [37]: PleakðkÞ ¼ IleakðkÞvk and IleakðkÞ ¼ C0 þ C1T .
� LKT model: the model defined in Section 3.

Based on the experimental settings stated above, Fig. 4 depicts
the leakage power consumptions under different supply voltages
and temperatures according to different leakage models. As we
can see from Fig. 4, when the supply voltage varies, the leakage
power consumption varies dramatically. For instance, if we con-
sider the Actual leakage model at 50 �C, the leakage power becomes
almost double when supply level changes from 0.95 to 1.1 V.
Therefore, the simple Linear leakage model can only be used when
the supply voltage cannot be changed. Otherwise, large discrepan-
cies between the actual leakage power consumption (e.g. the re-
sults according to the Actual leakage model) and the estimated
one with this model may occur. On the other hand, we can see that
both LTTV and LKT match the actual leakage power consumption
well, with relative errors under 4% in our study. These results
clearly show that LKT model is a leakage model with very good
accuracy.1

Furthermore, in order to conduct analytical analysis based on
temperature dynamics in Eq. (7), it is highly desirable that the
characteristics of Gk is known. However, since Gk is determined
essentially by the curve-fitting constants C0 and C1, it is difficult
to analytically study its properties. Therefore we study its attri-
butes empirically.

Fig. 5 plots the characteristics of the function GðkÞ under differ-
ent operating conditions i.e. (a) conventional air cooling option, (b)
water spray cooling. As illustrated in Figs. 5(a) and (b), we can
clearly see that, for both cooling conditions, the function Gk is a po-
1 According to our empirical results, the LTTV model is more accurate than LKT

model. However, we are not able to formally prove all theorems in this paper based
on model LTTV .



Fig. 4. Leakage power consumptions calculated using different leakage models
under different temperatures and supply voltages.
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sitive, monotonic increasing, and convex function of the supply
voltage. Also, from Eq. (9), we can see that it is necessary that
B > 0, or the temperature will run away otherwise. Therefore, in
what follows, unless otherwise specified, we assume that
Fig. 5. Function GðvÞ under different operating conditions (a) Conventional air
cooling. (b) Water spray cooling.
� Gk (or GðvkÞ) is a positive, monotonic increasing, and convex func-
tion of k (or vk), respectively;
� B > 0.

Our empirical results presented above reveal some strong and
interesting findings. In the following sections, we formulate these
findings into theorems and formally prove them.

5. Peak temperature minimization within a specified interval

The empirical study 1 discussed in previous section shows that a
constant speed schedule is not the optimal method for the peak tem-
perature reduction within a specified interval. Then the question be-
comes what the optimal schedule is. To answer this question, in
what follows, we formulate several theorems from our empirical
study and prove them analytically. These theorems provide us with
some insights and guiding principles when developing better DVS
schedules for peak temperature minimization within a given inter-
val. Specifically, Theorem 1 characterizes the peak temperature ob-
tained using the step-up schedule within a given interval.

Theorem 1. Given two processor speeds S1 and S2 with S1 < S2 and a
hard real-time job J, the step-up schedule ðbSðS1; S2ÞÞ has the highest
peak temperature among all two-speed schedules within the same
interval if the initial temperature T0 < G1. Where Gk is defined in Eq.
(10).
Proof. We first compare the peak temperature between the step-
up and step-down schedules as shown in Fig. 1(d) and (e). Let Tu

be the peak temperature of step-up schedule, which always occurs
at the end of the interval [16]. Let t1 and t2 be the interval length
that the processor runs at speed S1 and S2, respectively. From
Fig. 1 and based on Eqs. (7)–(10), we have

Tu ¼ G2ð1� e�Bt2 Þ þ G1ð1� e�Bt1 Þe�Bt2 þ T0e�Bðt2þt1Þ ð11Þ

According to Fig. 1(d), we can see that, when using the step-
down schedule, the peak temperature will occur either at point x
or at tp. Therefore to prove this theorem we need to consider two
cases:

� Case 1: the peak temperature of the step-down schedule appears at
point tp.
With the starting temperature T0, the temperature of the step-
down schedule Td at tp is given by
Td ¼ G1ð1� e�Bt1 Þ þ G2ð1� e�Bt2 Þe�Bt1 þ T0e�Bðt1þt2Þ ð12Þ
To show that Tu > Td, by canceling T0e�Bðt1þt2Þ from both Eqs. (12)
and (11), we have

�Bt2 �Bt1 �Bt2
G2ð1� e Þ þ G1ð1� e Þe >

G1ð1� e�Bt1 Þ þ G2ð1� e�Bt2 Þe�Bt1 : ð13Þ
or
G2 > G1 ð14Þ
As Gi is a monotonically increasing function, Eq. (14) is true. Hence,
we proved that the step-up schedule results in a higher peak tem-
perature than the step-down schedule when its peak temperature
appears at point tp.
� Case 2: the peak temperature of step-down schedule Td appears at

point x.
The temperature at point x by step-down speed schedule can be
formulated as



Fig. 6.
temper
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Td ¼ G2ð1� e�Bt2 Þ þ T0e�Bt2 : ð15Þ
To show that Tu > Td, based on Eqs. (15) and (11), we only need to
show

�Bt2 �Bt1 �Bt2 �Bðt1þt2Þ
G2ð1� e Þ þ G1ð1� e Þe þ T0e >

G2ð1� e�Bt2 Þ þ T0e�Bt2 : ð16Þ
or
ðG1 � T0Þe�Bt2 > ðG1 � T0Þe�Bðt1þt2Þ ð17Þ

As T0 < G1, Eq. (17) is true. Hence we proved that the step-up sche-
dule always results in higher peak temperature than step-down
schedule when its peak temperature appears at point x.

From above, we can conclude that the step-up schedule always
result in a higher peak temperature compared to the step-down
schedule within a given interval for T0 < G1.

We now compare the step-up schedule with other types of two-
speed schedules. We first compare it with the hump schedule as
shown in Fig. 6(a). Let Tx be the temperature at t ¼ x1. Based on Eq.
(7), we have

Tx ¼ G1 þ ðT0 � G1Þe�Bx: ð18Þ

Since T0 < G1, we have Tx < G1. Moreover, in Fig. 6(a), let Tuðx1Þ
and Tf ðx1Þ denote the peak temperature within the interval ½x1; p�
by the step-up schedule and the hump schedule, respectively.
Since Tx < G1, and from the first part of the proof we know that
the step-up schedule always incurs a higher peak temperature
than that of a step-down schedule, we immediately prove that
Tf ðxÞ 6 TuðxÞ. Similar conclusions can be proved for the dip sche-
dule shown in Fig. 6(b). h

Theorem 1 helps to identify the two-speed schedule that poten-
tially leads to the highest peak temperature. It would be interest-
ing if we can also identify the schedule that potentially leads to
the lowest peak temperature. Theorem 2 can be used for this
purpose.
(a) The peak temperature by the hump and step-up schedule. (b) The peak
ature by the dip and step-up schedule.
Theorem 2. Given two processor speeds S1 and S2 with S1 < S2 and a
hard real-time job J, the step-down schedule ðbSðS1; S2ÞÞ has the lowest
peak temperature among all two-speed schedules within the same
interval if the initial temperature T0 < minðG1; ðG1 � G2ÞeBx þ G2Þ,
where x is the length of the interval using S2. Where B and Gk are
defined in Eqs. (9) and (10), respectively.
Proof. Theorem 1 already proves that the peak temperature of the
step-up schedule is always higher than the step-down schedule
under the same given condition, so we only need to compare the
peak temperature between the step-down schedule with that by
hump and dip schedules.

Consider Fig. 7(a). Both the step-down schedule and the hump
schedule use the same speed between x2 and p. Also the initial
temperature T0 < G1. Therefore, according to Theorem 1, we
conclude that the peak temperature by the step down schedule
is lower than that by the hump schedule.

Now consider Fig. 7(b). Let the temperature at t ¼ x1 be Tx1.
Then based on Eq. (7), we have

Tx1 ¼ G2 þ ðT0 � G2Þe�Bx1: ð19Þ

At the same time, since T0 < ðG1 � G2ÞeBx þ G2, we have

Tx1 < G2 þ ðG1 � G2ÞeBðx�x1Þ: ð20Þ

Since G1 < G2 and eBðx�x1Þ > 1, we have

Tx1 < G2 þ ðG1 � G2Þ ¼ G1: ð21Þ

Therefore, according to Theorem 1, we conclude that the peak
temperature by the step-down schedule is lower than that by the
dip schedule. h

Furthermore, our empirical study shows that the conclusion
that the constant-speed schedule is the optimal choice in terms
of peak temperature minimization within a given interval is not
true anymore. Even though our empirical results show that in most
cases the constant-speed schedule is a better choice, it can be infe-
rior to a step-down schedule sometimes. In Theorem 3, we formu-
Fig. 7. (a) The peak temperature by the hump and step-down schedule. (b) The
peak temperature by the dip and step-down schedule.
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late this conclusion and present the conditions when a constant-
speed schedule becomes inferior to a step-down schedule in terms
of peak temperature reduction.

Theorem 3. Given a constant-speed schedule bSðS1Þ and a step-down
schedule bSðS0; S2Þ for a hard real-time job J. Assuming T0 <

minðG1; ðG1 � G2ÞeBx þ G2Þ and S0 < S1 < S2. Let TmðbSðS1ÞÞ and

TmðbSðS0; S2ÞÞ be the peak temperature by bSðS1Þ and bSðS0; S2Þ within
the interval [0,p], respectively. Then,

TmðbSðS1ÞÞ > TmðbSðS0; S2ÞÞ ð22Þ

if and only if

� 1
B lnðG2�T0

G2�G0
Þ < x < 1

B lnð G2�T0
G2�G1ð1�e�BpÞ�T0e�BpÞ; or,

� x < minð1B lnðG2�T0
G2�G0

Þ; p� 1
B lnð G2�G0

ðG1�G0ÞþðG2�G1Þe�BpÞÞ.

where S1p ¼ S2xþ S0ðp� xÞ, and B;Gk are defined in Eq. (8) and (10),
respectively.
Proof. From Fig. 8, let Tx and Tp denote the temperatures of the
step-down schedule at t ¼ x and t ¼ p, respectively. Let Tc be the
peak temperature of the constant-speed schedule. Based on Eq.
(7), we have

Tx ¼ G2ð1� e�BxÞ þ T0e�Bx: ð23Þ

Tp ¼ G0ð1� e�Bðp�xÞÞ þ G2ð1� e�BxÞe�Bðp�xÞ þ T0e�Bp ð24Þ

Tc ¼ G1ð1� e�BpÞ þ T0e�Bp ð25Þ

Note that the peak temperature of the step-down schedule
must be either Tx or Tp. Then Eq. (22) becomes true only when

� Tx < Tc when Tx > Tp, or
� Tp < Tc when Tp > Tx

Replace Tx; Tc and Tp with Eqs. (23)–(25) and solve for x, we can
prove the theorem. h

As implied by Theorem 3, neither the constant speed schedule
nor any particular two-speed schedule is always the optimal sche-
dule to minimize the peak temperature within a given interval. On
the other hand, however, Theorems 2 and 3 help to identify the
optimal schedules that can potentially lead to the optimal DVS
schedule to minimize the peak temperature within an interval.
Both Theorems 2 and 3 target a single real-time job. Since most
real-time tasks are repetitive in nature, it is highly desirable we
can explore some fundamental principles for the periodic tasks
as well.
Fig. 8. The constant-speed schedule and a step-down schedule within a given
interval.
6. Peak temperature minimization at the stable state

In this section, we extend our research from a single real-time
job to a periodic real-time task. When running a real-time task
set periodically, unless the processor temperature ‘‘runs away’’
[35], the processor temperature is eventually stabled. The stable
status is defined as below.

Definition 7. [37]When running a periodic task with period p, the
temperature at the processor is called to be stable if for a given
threshold, i.e. 0 < e� 1,

jTððnþ 1ÞpÞ � TðnpÞj < e; ð26Þ

where n P 0;n 2 Z, and TðtÞ is the temperature at t.
Similarly, we want to investigate the validity of applying Princi-

ple 1 and 2 in the context of minimizing peak temperature when
scheduling a periodic task set.

We first present two theorems that act as the basis in formulat-
ing the key principles of peak temperature minimization when the
processor temperature becomes stable.

Theorem 4. Given a hard real-time periodic task s, the maximum
temperature when the processor temperature reaches its stable status
does not depend upon the initial temperature.
Proof. Let us consider a step-down speed schedule shown in Fig. 1,
where S2 and S1 denotes the high speed and low speed. From Fig. 1,
t1 and t2 denotes the duration of S1 and S2 in the first period.

Based on Eq. (7), the temperature at t ¼ x and t ¼ tp can be
formulated as

Tx ¼ G2 þ ðT0 � G2Þe�Bt2 ; Ttp ¼ G1 þ ðTx � G1Þe�Bt1

where B and Gk are defined in Eqs. (9) and (10), respectively.
From [37], the maximal temperature at the stable state

temperature can be formulated as

Tmax ¼ maxðT1x ; T
1
tp Þ

where,

T1x ¼
G2ð1� e�Bt2 Þ

1� e�Bt2
¼ G2 ð27Þ

T1tp ¼
G1ð1� e�Bt1 Þ þ G2ð1� e�Bt2 Þe�Bt1

1� e�Bðt1þt2Þ
ð28Þ

As can be seen from Eqs. (27) and (28), no matter if the maximal
temperature occur at t = x or t=tp, it does not depend upon the ini-
tial temperature T0. Similar conclusion can be achieved using other
speed schedules. h

Based on Theorem 4, we can show that the maximum peak tem-
peratures at the stable state with any periodic two-speed schedule
are the same.

Theorem 5. Given a real-time periodic task s and two processor
speeds, then the maximal temperature at the stable status with any
two-speed schedule using the same two speeds are the same.
Proof. Consider a periodic step-up speed schedule shown in Fig. 9.
From [37], we can calculate the stable state temperature or the
peak temperature as:

Tmax ¼
G2ð1� e�Bt2 Þ þ G1ð1� e�Bt1 Þe�Bt2

1� K
ð29Þ

where t1 and t2 denotes duration of low speed and high speed. B and
Gi are defined in Eqs. (9) and (10), respectively and



Fig. 9. Stable temperature for step-down and step-up schedule.

Fig. 10. Stable temperature for step-up and constant-speed schedule.
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K ¼ e�Bðt1þt2Þ:

From Fig. 9 we can see that the step-down schedule shown is
same as the periodic step-up schedule but with an initial temper-
ature Ta. Similarly, all other periodic two-speed schedules can be
viewed as the step-up schedule with an initial shift. Therefore their
peak temperatures are equivalent to the one with the periodic
step-up schedule with a different initial temperature. Since Theo-
rem 4, already proves that the stable temperature does not depend
on the starting temperature, the conclusion is proved. h

Based on the conclusions from Theorems 4 and 5, we can now
formulate an important theorem for the problem of scheduling
hard real-time periodic task, with the goal of peak temperature
minimization.

Theorem 6. Given a real-time periodic task s, the maximum
temperature at the stable state is minimized when running s using
the lowest constant-speed.
Proof. From Theorem 5, we know that at stable status all the two-
speed schedules result in the same peak temperature. Therefore, to
prove this theorem we will compare constant-speed schedule with
any two-speed schedule. Let T1c and T1u denote the maximum sta-
ble temperature for the constant-speed (S1) and the step-up sche-
dule (S0 < S2), respectively (Fig. 10). Without loss of generality, we
can assume p ¼ 1. Also from the conclusion of Theorem 4, we know
the stable temperature does not depend on the initial temperature,
therefore we assume the initial temperature to be zero. Then we
have

T1c ¼
G1ð1� e�BÞ

1� e�B
¼ G1 ð30Þ

T1u ¼
G2ð1� e�Bð1�xÞÞ þ G0ð1� e�BxÞe�Bð1�xÞ

1� e�ðBð1�xÞþBxÞ ð31Þ

To show that T1c 6 T1u , we only need to show that

G1 6 kG0 þ ð1� kÞG2; ð32Þ

where

k ¼ e�Bð1�xÞ � e�B

1� e�B
;1� k ¼ 1� e�Bð1�xÞ

1� e�B
: ð33Þ

Since
S1 ¼ S0xþ S2ð1� xÞ; ð34Þ

and B > 0 and Gi is a convex function, we have

G1 6 xG0 þ ð1� xÞG2: ð35Þ

Therefore, to show that Eq. (32) holds, we only need to show
that

xG0 þ ð1� xÞG2 6 kG0 þ ð1� kÞG2; ð36Þ

or

ðG0 � G2Þðx� kÞ 6 0: ð37Þ

As G0 6 G2, we only need to prove that

x P k ¼ 1� 1� e�Bð1�xÞ

1� e�B
: ð38Þ

Or, equivalently,

1� e�Bð1�xÞ

1� e�B
P 1� x: ð39Þ

Now consider function

FðzÞ ¼ 1� e�Bz

1� e�B
� z: ð40Þ

with 0 6 z 6 1. We can readily show that function FðzÞ is a con-
cave function since F 00ðzÞ < 0. Note that the curve FðzÞ passes two
points, i.e. ð0;0Þ and ð1;0Þ, as Fð0Þ ¼ 0 and Fð1Þ ¼ 0. Let HðzÞ be
the line that crosses these two points. Since FðzÞ is concave, we have
FðzÞ P HðzÞ P 0 for 0 6 z 6 1.

We therefore prove that the constant speed schedule always
outperforms a step-up periodic schedule in minimizing the peak
temperature when the temperature reaches the stable status. In
Theorem 5, we have already proved that at stable status the peak
temperature of step-up and any other two-speed are the same.
Hence we can immediately conclude that at the stable state the
constant-speed outperforms any two-speed schedule in peak
temperature reduction. h

Moreover, since there are only a small number of processor
speeds available. A constant-speed schedule is not always available
and two or more speeds have to be used. In that case, we show that
a principle that is similar to Principle 2 stated previously can also be
established.

Theorem 7. If a two-speed schedule is used for a hard real-time
periodic task, then the one that uses the two closest neighboring
speeds minimizes the maximum temperature at the stable state.
Proof. Consider interval ½0; p� and step-up schedules Ŝ1ðs1; s4Þ and
Ŝ2ðs2; s3Þ shown in Fig. 11. Without loss of generality, we assume
s1 6 s2 < s3 6 s4. Let TðbSÞ represent the maximal temperature
at the stable status with schedule bS . We want to show that
TðbSðs2; s3ÞÞ 6 TðbSðs1; s4ÞÞ. Let the speed change occur at x in
Ŝ2ðs2; s3Þ. Consider another schedule Ŝ3ðs2; s4Þ and let its speed



Fig. 11. Step-up schedules bS2ðs2; s3Þ and bS3ðs2; s4Þ for a real-time periodic task.
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change at x0. Then we have x 6 x0. Note that bS2 and bS3 complete
the same workload within interval ½0; x� with the same speed, but
bS2 uses a constant speed to complete the rest of the interval and
bS3 uses two different speeds. From Theorem 6, we can immedi-
ately conclude that TðbSðs2; s3ÞÞ 6 TðbSðs2; s4ÞÞ. Similarly, we can
prove that TðbSðs2; s4ÞÞ 6 TðbSðs1; s4ÞÞ. Therefore, TðbSðs2; s3ÞÞ 6
TðbSðs1; s4ÞÞ. h

Note that, even though Theorems 6 and 7 look very similar to
the two basic principles that have been widely used for dynamic
energy reduction, it does not necessarily imply that the existing
energy reduction techniques can be readily applied for the purpose
of peak temperature minimization. On the other hand, Theorem 1
to Theorem 7 present some fundamental guidelines in the develop-
ment of new DVS schedule techniques that can minimize the peak
temperature.

7. Summary

In deep sub-micron domain, the thermal management is
becoming a critical issue in design of modern computing systems.
Also as both leakage and thermal issues become more prominent, a
power and thermal aware design technique becomes less effective
if the leakage/temperature dependency is not appropriately
addressed.

In this paper, we incorporate the leakage/temperature/supply
voltage dependency into the real-time scheduling analysis that
aims at minimizing the peak temperature. We show that a con-
stant-speed schedule is not always the optimal schedule in terms
of peak temperature minimization for a given interval. We further
show that for a given periodic task, the lowest constant-speed is
the optimal schedule among all two-speed schedules to minimize
the peak temperature at the stable state. If this constant-speed is
not available, then the schedule that uses the two closest neighbor-
ing speeds is the best choice. These new findings and theorems
form the basis for the future study of developing more effective
power and thermal aware scheduling techniques for more compli-
cated architectures and real-time systems.
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