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Abstract—The increased resource sharing on multi-core plat-
forms has posed significant challenges on the predictability of
real-time systems. Cache memory partitioning has proven to be
one of the most effective methods to improve the predictability
and also the schedulability of real-time systems. In this paper,
we study how to allocate cache memory of a multi-core platform
when scheduling fixed-priority hard real-time tasks. As the
bounded worst-case execution time (WCET) of a real-time task
varies with its cache allocation, the challenges of this problem
are twofold: how to judiciously allocate the cache memory among
all real-time tasks and how to map real-time tasks to each core
to improve the schedulability. To address these challenges, we
develop an approach that takes into consideration not only the
WCET variations with cache allocations but also the task period
relationship and thus can significantly improve the schedulability
of real-time tasks. Our simulation results, based on the SPEC
CPU2000 benchmarks suite, show that our approach can increase
the schedulability of real-time tasks up to four times when
compared to other similar scheduling mechanisms.

I. INTRODUCTION

Real-time systems used to be developed on single-core

platforms, but a high increase in processing demands has led

the industry to develop them on multi-core platforms in the

past few years. The increase in processing demands comes

from the fact that today’s real-time applications, like intelligent

cruise control and unmanned vehicles control, process signifi-

cant amounts of sensor data with real-time constraints. These

applications not only generate large amounts of I/O workloads,

but also become more and more memory intensive. Thus,

multi-core architectures have become an attractive option for

developing real-time systems due to their potential to handle

the newly increased workloads.

In the meantime, however, the large inter-task interferences

due to increased resource sharing (such as shared buses and

memory) on multi-core platforms have severely undermined

the predictability of real-time systems [1], [2]. For the sake

of scalability, flexibility, and to deal with power limitation in

the era of “dark silicon,” it has become mainstream to group

multiple cores sharing a local cache memory [3].

The sharing of local cache memory helps to improve the

average case execution time of each task, but can be hazardous
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to the estimation of the worst-case execution time (WCET).

One major problem in estimating the WCET bounds on multi-

core systems is the unpredictability of the workload on other

cores. Therefore, the number of memory accesses, locations

in time, and bus loads originated from other concurrent tasks

are difficult to determine precisely [2]. To assume the worst

case scenario for each factor can be extremely pessimistic and

nullifies the extra computational capacity of the multi-core

platforms in the design of real-time systems.

Since a major source of pessimism in WCET estimation

comes from shared cache memories, cache memory parti-

tioning has proven to be one of the most effective methods

to improve the predictability and schedulability of real-time

systems [4]–[9]. This method partitions cache memory among

programs and cores to reduce cache contention. By isolating

real-time task memory accesses, cache memory partitioning

can avoid or considerably reduce the inter-task interferences,

and therefore reduce the uncertainty when bounding the

WCET and improve the core utilization.

In this paper, we are interested in studying the problem of

how to allocate the cache memory that is accessible by multi-

ple processing cores when scheduling fixed-priority real-time

tasks based on the rate monotonic scheduling (RMS) policy.

The fixed-priority multi-core partitioned scheduling scheme is

one of the most commonly used scheduling mechanisms for

real-time system design [10], due to its advantage of better

predictability. Besides, it is supported by almost all real-time

operating systems available on the market due to its low

overhead and simplicity in implementation, and it is still the

method of choice in industry. We assume that each real-time

task will be executed on a dedicated processing core, and its

WCET, for a specified cache size, can be estimated beforehand

using strategies such as those presented in [11].

Since the WCET of a real-time task varies with its cache

allocation, our research problem involves two intertwined

problems: i) how to allocate the available cache memory

partitions among all tasks, and ii) how to map each task to

a core in the multi-core platform. One simple approach to

partition the cache memory is to allocate the cache memory

in such a way that it minimizes the normalized resource
usage [12] —which includes both CPU utilization and memory

utilization— for each task. However, the cache allocation
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that optimizes the resource usage for a single task does not

necessarily optimize that for the entire task set. To map tasks to

multiple cores and optimize CPU resource usage is a classical

NP-hard problem. While it has been a well-known fact that

harmonic tasks can utilize CPU resource more effectively,

i.e. with CPU utilization as high as 1 [13], how to take the

interplay of cache partitioning, execution time variations and

task harmonic relationship into considerations to deal with

cache allocation and task mapping in an integrated manner

is the challenging problem we want to study in this paper.

We propose two algorithms in this paper. The first algorithm

combines two existing works: one based on fast local mem-

ory partitioning [12], and the other one, on harmonic-based

scheduling [14]. The second algorithm is a more elaborated

approach that can judiciously choose the cache size for each

task and also exploit task harmonic relationships. Therefore, it

can significantly improve the system resource usage and task

set schedulability. We use a third party data report of the cache

performance for the SPEC CPU2000 benchmarks suite [15] to

validate our approaches. The results show that our approach

can significantly improve the schedulability of real-time tasks,

i.e. up to four times, when compared with other scheduling

mechanisms.

II. PRELIMINARY

In this section, we introduce the architecture and the real-

time system model used in this paper. We also show an

example to motivate our research.

A. Architecture and System Model

The multi-core platform consists of a set of P homogeneous

processing cores, denoted as Pk with k = 1,2, ...,P. The cache

memory is divided into a finite number of allocation units of

the same size called cache units. The total number of cache

units is denoted as B.

The task set consists of N independent implicit-deadline pe-

riodic tasks, denoted as Γ = {τ1,τ2, ...,τN}, scheduled accord-

ing to RMS. Each task τi, where 1 ≤ i ≤ N, is characterized

by its minimum inter-arrival time Ti. A finite number, denoted

as mi, of cache units are assigned privately to a single task τi
executed by a core of the system, and its WCET varies with

mi, which is denoted as Cmi
i . Therefore, the task set Γ may

be characterized by a matrix like the one shown Table I. In

this table, the rows indicate each task belonging to the task

set (four tasks for the example), and each column (except for

the last one) indicates the number of assigned cache units mi
to each task (1 ≤ mi ≤ 16). The numbers shown in the matrix

correspond to each Cmi
i of each task. The last column indicates

the period of each task.

Each task τi ∈ Γ is characterized by a CPU-utilization and

a memory-utilization. We define Umi
i as the CPU-utilization

of τi, where Umi
i = Cmi

i /Ti and Bi as the Memory-utilization

of τi where Bi = mi/B. In the same way, we also define the

CPU-utilization of a task set Γ as U(Γ) = ∑τi∈Γ Umi
i , and the

total number of cache units used by a task set q(Γ) =∑τi∈Γ mi.

Table I: Example of Task Set and the WCET values for different mi

mi
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 Ti

Cm1
1 5 5 4 4 3 3 3 3 3 3 3 3 3 3 3 3 10

Cm2
2 20 18 10 6 6 6 6 2 1 1 1 1 1 1 1 1 25

Cm3
3 10 8 6 6 6 5 5 5 4 4 4 4 4 4 4 4 13

Cm4
4 10 9 8 7 6 5 5 5 5 5 5 5 5 5 5 5 25

When task τ j ∈ Γ is assigned with a specific value of m j, we

reference its CPU utilization as Uj.

B. Cache Allocation Example

Before we present our algorithms, we first show an example,

i.e. Example 1, of a cache allocation problem along with

two possible solution methods: the first one, using a previous

proposed technique, and the second one, using a simple

inspection.

Example 1: Consider a task set consisting of four tasks, as

shown in Table I, to be scheduled in a platform consisting of

two cores, sharing a cache memory with 16 cache units.

The problem defined in Example 1 has proven to be NP-

hard. One solution for this problem, i.e. IBRT-MCI-RMS pre-

sented by Chang et al. [16], is to first allocate the cache space

that can optimize the resource usage for a single task, and then

transform this problem to the traditional bin-packing problem.

To this end, they first define a metric, called normalized
resource usage, to balance CPU and cache resource usage,

as shown in the following definition.

Definition 1: The minimum normalized resource usage [16]

of task τi ∈ Γ, denoted as λi, is defined as:

λi = min
0≤mi≤B

(
Umi

i
P

+
mi

B

)
(1)

Essentially, the minimum normalized resource usage of a

task is the minimum sum of its normalized processor utiliza-

tion and the normalized cache allocation. With task execution

times and cache allocations given, the minimum normalized

resource usage of a task can be readily identified. Table II

shows the cache allocation results based on this approach.

Columns mi and Ci, and thus Ui are obtained based on Def. 1.

Then, IBRT-MCI-RMS sorts tasks in a non-decreasing order

with respect to their values of mi, and packs tasks to cores with

utilization bounded by the traditional Liu&Layland upper-

bound [17]. In the case of a task set of two tasks, such bound

is of 0.83. For this example, as shown in Table II, the total

utilization for the subtask set with τ2 and τ3 (a value of 0.70)

is less than the upper bound. However, the value of total

utilization for the subtask set τ1 and τ4 (a value of 0.90) is

larger than the utilization bound. Therefore, IBRT-MCI-RMS

fails to schedule the task set of Example 1.

For the problem defined above, a feasible solution does

exist. As shown in Table III, by assigning 3 cache units to

τ1 and 2 cache units to τ4, τ1 and τ4 would decrease their

WCETs from 5 to 4 and from 10 to 9, respectively, making

the task set comply with the schedulability condition defined

by the Liu&Layland upper-bound. Besides, the total number
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Table II: Motivation Example Solution Using IBRT-MCI-RMS [16]

τi Ti Ci mi Ui Sub Task Set Utilization Sched. Cond. Feasibility

2 25 6 4 0.24

3 13 6 3 0.46 U(Γ2,3) = 0.70 U(Γ2,3)
?≤ 0.83 Core 1 - YES

1 10 5 1 0.50

4 25 10 1 0.40 U(Γ1,4) = 0.90 U(Γ1,4)
?≤ 0.83 Core 2 - NO

Table III: Motivation Example Solution by Inspection

τi Ti Ci mi Ui Sub Task Set Utilization Sched. Cond. Feasibility

2 25 6 4 0.24

3 13 6 3 0.46 U(Γ2,3) = 0.70 U(Γ2,3)
?≤ 0.83 Core 1 - YES

1 10 4 3 0.40

4 25 9 2 0.36 U(Γ1,4) = 0.76 U(Γ1,4)
?≤ 0.83 Core 2 - YES

of cache units used by the task set would be increased from

9 to 12, which is still less than 16. The numbers underlined

in Table III represent the changed values from the solution

shown in Table II. This shows that, even though IBRT-MCI-

RMS allocates cache space to optimize the resource usage

(according to λi of Def. 1) of a single task, the local optimum

solution cannot guarantee that the solution is globally optimal.

In addition, it is well-known that period relationship of real-

time tasks has a significant impact on their schedulability on

a processor [13], [18]. The question is how to take it into

consideration in cache allocation and task mapping to improve

system resource usage and schedulability of real-time task sets.

III. SIMPLE HARMONIC-BASED CACHE ALLOCATION

APPROACH (HBCA1)

One way to exploit the period relationship among tasks is to

simply incorporate the task period into the task mapping phase

only. During the cache allocation phase, we can search a local

optimal value for the parameters Ci and mi for each τi ∈ Γ
based on the metric λi described in Def. 1 [16]. Note that, after

λi is defined, the WCET for each task is also defined. Then, we

can employ the harmonic-based task mapping method (such

as the one in [14]) to map tasks to multi-core platforms. We

call this approach HBCA1 (Harmonic-Based Cache Allocation

1), which is shown in Alg. 1. In Alg. 1, we assume that all

processing cores share the same cache memory. The algorithm

can be easily extended to deal with the scenario of when

processing cores share multiple cache memories.

While a harmonic task set can be schedulable with total

utilization reaching as high as 1, not all tasks are harmonic.

Therefore, to better exploit the harmonic relationship among

tasks, one critical question is how harmonic a task set is. To

this end, Fan et al. [14] introduce the concept of primary sub-
harmonic task set and, based on it, they develop the harmonic
index to quantify the harmonicity.

Definition 2: [14] Given a task set Γ = {τ1,τ2, ...,τN}
where τi = (Ci,Ti), let Γ′ = {τ′1,τ

′
2, ...,τ

′
N} be a harmonic task

set with τ′i = (Ci,T ′
i ) and T ′

i ≤ Ti. Then, Γ′ is called a Primary
Sub-Harmonic (PSH) task set of Γ if there exists no harmonic

task set Γ′′ = {τ′′1 ,τ
′′
2 , ...,τ

′′
N}, τ′′i = (Ci,T ′′

i ) and T ′′
i ≤ Ti, such

that for T ′
i ≤ T ′′

i for all 1 ≤ i ≤ N.

Algorithm 1 Simple Harmonic-Based Cache Allocation Ap-

proach (HBCA1)

Input: Γ, P, B, WCET Task Matrix
Output: Cache Allocation && Task Partition Results

1: rem cacheunits = B /*Remaining cache units in memory*/
2: rem Cores = P /*Remaining idle cores sharing mem.*/
3: ΓT S = /0; P = {P1,P2, ...,P};
4: for all τi ∈ Γ do

5: Find mi such that:

(
Umi

i
P

+
mi

B

)
is minimum; Ci = Umi

i · Ti;

6: end for
7: while Γ �= /0 && |P | �= 0 do
8: Sort τi increasing order with respect to Ti;
9: n = |Γ|; UT S =−∞; Bth =

rem cacheunits
rem Cores ;

10: for i = 1 to n do
11: Construct Γ′ (PSH task set of Γ) using DCT [18] with τi as base;
12: Sort all τ j ∈ Γ in increasing order with respect to ΔUj =U ′

j −Uj;
13: Γk j = pick up k j tasks from Γ such that:

(1) U(Γ′
k j
)≤ 1; (2) U(Γk j ) is maximized; (3) q(Γk j ) ≤ Bth;

14: if {U(Γ′
k j
)≤ 1} AND {U(Γk j )>U(ΓT S)} then ΓT S = Γk j ; end if

15: end for
16: Assign ΓT S to Pk ∈ P ; P = P −Pk; Γ = Γ−ΓT S;
17: Recalculate rem cacheunits and rem Cores;
18: end while
19: if Γ �= /0 then Return: Γ is not schedulable; end if=0

Definition 3: [14] Given a task set Γ = {τ1,τ2, ...,τN}
where τi = (Ci,Ti), let P SH (Γ) denote the set of all PSH task

sets for Γ. The harmonic index, denoted as H(Γ), is defined

as:

H(Γ) = min
Γ′∈P SH (Γ)

(U(Γ′)−U(Γ)), (2)

where U(Γ′) and U(Γ) are the overall system utilizations for

Γ′ and Γ, respectively.

The lower a task set’s harmonic index is, the closer it is to

one of its primary sub-harmonic task sets and therefore more

harmonic. As discussed by Fan et al. [14], one approach to

identify sub-harmonic task sets for a given task set is to employ

the DCT algorithm [18]. In addition, the schedulability of a

real-time task set can be predicted based on its sub-harmonic

task sets, as stated in the following theorem:

Theorem 1: [18] Let Γ′ be a sub-harmonic task set of Γ.

Then, Γ is feasible on a single processing unit under RMS, if

U(Γ′)≤ 1.

Alg. 1 first determines the local optimal cache allocation

based on the metric λi described in Def. 1 (lines 4 to 6). Then,

it packs tasks that are most harmonic to the reference task (τi)

in a sub task set Γk j and maximizes the task utilization (line

13, condition 2). To prevent “greedy” tasks from hoarding

all the available memory cache units, we set a cache units
allocation threshold (CUAT), i.e. Bth, requiring that the total

cache units allocated to tasks on the same sub task set Γk j

should not exceed Bth (line 13, condition 3). In our approach,

we define Bth as the average available cache units for each

core. This procedure is repeated by taking each τi ∈ Γ as the

reference task (for loop line 10). The schedulable task set with

the highest utilization, i.e. ΓT S, is allocated to a processing

core (line 16). The CUAT is recalculated and the procedure is

repeated for the rest of the tasks and cores, until there are no

2015 33rd IEEE International Conference on Computer Design (ICCD) 591



Table IV: Solution to Example 1 using HBCA1

CHOOSE SUB TASK SET FOR CORE 1
1 τi Ti Ci mi Ui T ′

i U ′
i ΔTi ΔUi Cum.U ′

i Cum.Ui
τ1 10 5 1 0.50 10 0.50 0 0 0.5 0.50 �
τ2 25 6 4 0.24 20 0.30 5 0.06 0.8 0.74 �
τ4 25 10 1 0.40 20 0.50 5 0.10 1.3 1.14
τ3 13 6 3 0.46 10 0.60 3 0.14 1.9 1.60

2 τi Ti Ci mi Ui T ′
i U ′

i ΔTi ΔUi Cum.U ′
i Cum.Ui

τ3 13 6 3 0.46 13 0.46 0 0 0.47 0.46
τ2 25 6 4 0.24 13 0.46 12 0.22 0.92 0.70
τ1 10 5 1 0.50 6.5 0.77 3.5 0.27 1.69 1.20
τ4 25 10 1 0.40 13 0.77 12 0.37 2.46 1.60

3 τi Ti Ci mi Ui T ′
i U ′

i ΔTi ΔUi Cum.U ′
i Cum.Ui

τ2 25 6 4 0.24 25 0.24 0 0 0.24 0.24
τ4 25 10 1 0.40 25 0.40 0 0 0.64 0.64
τ3 13 6 3 0.46 12.5 0.48 0.50 0.02 1.12 1.10
τ1 10 5 1 0.50 6.26 0.80 3.75 0.30 1.92 1.60

4 τi Ti Ci mi Ui T ′
i U ′

i ΔTi ΔUi Cum.U ′
i Cum.Ui

τ2 25 6 4 0.24 25 0.24 0 0 0.24 0.24
τ4 25 10 1 0.40 25 0.40 0 0 0.64 0.64
τ3 13 6 3 0.46 12.5 0.48 0.50 0.02 1.12 1.10
τ1 10 5 1 0.50 6.25 0.80 3.75 0.30 1.92 1.60

CHOOSE SUB TASK SET FOR CORE 2
1 τi Ti Ci mi Ui T ′

i U ′
i ΔTi ΔUi Cum.U ′

i Cum.Ui
τ3 13 6 3 0.46 13 0.46 0 0 0.46 0.46
τ4 25 10 1 0.40 13 0.77 12 0.37 1.23 0.86

2 τi Ti Ci mi Ui T ′
i U ′

i ΔTi ΔUi Cum.U ′
i Cum.Ui

τ4 25 10 1 0.40 25 0.40 0 0 0.40 0.40 �
τ3 13 6 3 0.46 12.5 0.48 0.5 0.02 0.88 0.86 �

more tasks left or no more cores are available in the system

(while loop line 7).

As an example, Table IV shows the solution to the problem

described in Example 1 using HBCA1. The two sections in the

table correspond to the procedures to find the sub task sets for

Core 1 and Core 2, respectively. Columns labeled as Ci, mi, Ti
corresponds to the WCETs, allocated cache units, and periods

of tasks. Columns labeled as T ′
i , U ′

i and Ui show periods and

utilizations of tasks in the PSH task sets. Tasks in Table IV are

sorted based on ΔUi. Columns of ΔTi, ΔUi are the period and

utilization differences between a task with its corresponding

task in the PSH task set. Columns of Cum. Ui and Cum. U ′
i

are the sums of the values for Ui and U ′
i for when each task

in the row is added. For example, in the first PSH task set,

for τ1 the Cum. U ′
i = 0.5, for τ1 + τ2 the Cum. U ′

i = 0.8, and

for τ1 + τ2 + τ4 the Cum. U ′
i = 1.3, which is larger than 1,

indicating that only τ1 and τ2 can be scheduled together in

one core (according to Theorem 1).

At the beginning, there are four tasks in the task set to be

scheduled, and therefore the algorithm generates four different

PSH task sets, as shown in the four rows of the first section

in Table IV. The first one generated is the best candidate to be

scheduled in core 1 since the feasible sub-task set (i.e. τ1,τ2)

has the largest accumulated utilization (i.e. U({τ1,τ2})= 0.74)

among the four. Hence, τ1 and τ2 are scheduled to core 1. The

algorithm continues allocating the remaining tasks, repeating

the process. In this case, the algorithm generates two different

PSH task sets. The second row in the second section of Table

IV shows that U({τ3,τ4}) = 0.86 and U ′({τ3,τ4}) = 0.88 ≤ 1.

This ensures that τ3 and τ4 can be scheduled to core 2.

The complexity of Alg. 1 mainly comes from the loop from

lines 10-15 with a complexity of O(n2log n) . Since the loop

will be executed for P times, the overall complexity of Alg.

1 is O(Pn2log n) . While Alg. 1 can successfully schedule the

task sets in Example 1, one big limitation of this approach is its

local optimum cache allocation, i.e. optimum from each task’s

perspective. In what follows, we develop a more elaborate

cache allocation and task scheduling approach that considers

the task harmonic relationship.

IV. ENHANCED HARMONIC-BASED CACHE ALLOCATION

APPROACH (HBCA2)

In order to increase the schedulability of the system, we

propose a second and more elaborate approach. The second

approach is called the HBCA2 (Harmonic-Based Cache Allo-

cation 2), and is shown in Alg. 2. It does not allocate cache

memory based solely on the relation of WCET and number

of cache units for each individual task. Instead, HBCA2 first

groups tasks according to their harmonic relationship. Then,

it allocates memory cache units to tasks in a way that can

decrease the task set CPU utilization the most, when assigned

with the same or less number of cache units possible.

The first problem for HBCA2 is to identify the candidate

sub-task sets that may be assigned to a single core. Since

the harmonic task sets can better utilize CPU resources, one

intuitive approach is to employ the harmonic index as defined

in Def. 3 and allocate tasks with a high harmonic index to

the same core. However, since the cache allocations have not

been determined, and thus the WCETs are not available, the

harmonic index defined in Def. 3 does not apply. As a result,

we use a different harmonic index (Ht(τi,τ j)) to quantify, for

a given task set, how harmonic a task is to a reference task.

Definition 4: Let Γ′
j = {τ′1,τ

′
2, ...,τ

′
N} be a PSH task set of

a task set Γ= {τ1,τ2, ...,τN} with τ′j = τ j. The harmonic index
of task τi ∈Γ with respect to task τ′i ∈ Γ′

j, denoted as Ht(τi,τ j),
is defined as:

Ht(τi,τ j) =
Ti −T ′

i
Ti

. (3)

Note that the harmonic index defined in Def. 4 is inde-

pendent of its WCET or cache allocation. Therefore, we can

construct the PHS task sets and order tasks based on the new

harmonic index before the cache allocation is performed. The

question becomes how to allocate cache units to the selected

tasks with a high degree of harmonic relationship.

We develop an incremental approach for the cache allo-

cation. Specifically, we first set the number of cache units

to be 1 (i.e. mi = 1) for each task, i.e. the most unbalanced

resource allocation when the CPU utilization is maximized

and the memory utilization is minimized for each task (line

4). Tasks with high harmonic index values are grouped into

one sub-task set Γ′
i, until (i) no task can be added to the sub-

task set while keeping the task set schedulable; (ii) the total

cache units are no more than CUAT, i.e. Bth, as explained

before (line 12).

Since the number of total cache units for the selected tasks

is less than Bth, an opportunity is presented to allocate more

cache units to the selected tasks, i.e. Γ′
i. As these selected
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Algorithm 2 Enhanced Harmonic-Based Cache Allocation

Approach (HBCA2)

Input: Γ, B, P, WCET Task Matrix
Output: Cache Allocation && Task Partition Results

1: rem cacheunits = B /*Remaining cache units in memory*/
2: rem Cores = P /*Remaining idle cores sharing mem.*/
3: ΓT S = /0; P = {P1,P2, ...,P};
4: for all τi ∈ Γ do mi = 1; Ci =C1

i ; end for
5: while Γ �= /0 && |P | �= 0 do
6: Sort τi ∈ Γ by the increasing order of Ti;
7: n = |Γ|; UT S =−∞; Bth =

rem cacheunits
rem Cores ;

8: for i = 1 to n do
9: Construct Γ′ (PSH task set of Γ) using DCT [18] with τi as base;

10: Sort τ j ∈ Γ by the increasing order of Ht(τ j,τi);
11: step = 1; Γ′

i = /0;
12: Γ′

i = pick up the first j tasks listed from Γ such that:
(1) U(Γ′

i)≤ 1; (2) q(Γ′
i)≤ Bth;

13: while j ≤ n do
14: j = j+1; Γ′

i = Γ′
i + τ j;

15: while U(Γ′
i)> 1 && q(Γ′

i) < Bth do
16: Find τGT ∈ Γ′

i s.t: CRRI(τGT ,mGT ,step) is max.;
17: if τGT is unique then
18: mGT = mGT + step; step = 1; recalculate q(Γ′

i) and U(Γ′
i);

19: else
20: step = step+1;
21: end if
22: end while
23: if U(Γ′

i)> 1 then Γ′
i = Γ′

i − τ j; end if
24: if q(Γ′

i)≥ Bth then break; end if
25: end while
26: if U(Γ′

i)>U(ΓT S) then
27: if {|Γi|> |ΓT S|} OR {|Γi|== |ΓT S| AND q(Γ′

i)≤ q(ΓT S)} then
ΓT S = Γ′

i; end if
28: end if
29: end for
30: Assign ΓT S to Pk ∈ P ; P = P −Pk; Γ = Γ−ΓT S;
31: Recalculate rem cacheunits and rem Cores;
32: end while
33: if Γ �= /0 then Return: Γ is not schedulable; end if=0

tasks decrease their execution times with more cache units,

more tasks can be assigned in the processing core without

compromising the schedulability (while loop line 13).

To this end, we design a new metric CRRI(τ j) (Combined
Resources Ratio Index (CRRI)) as follows:

Definition 5: Let Cmi
i and Cmi+x

i be the WCETs with respect

to the (privately assigned) shared cache size of mi and mi + x
cache units. The Combined Resources Ratio Index (CRRI) of

τi, denoted as CRRI(τi,mi,x), is defined as

CRRI(τi,mi,x) =
ΔUi

ΔBi
(4)

where ΔUi = (Cmi
i −Cmi+x

i )/Ti (the decrement in CPU utiliza-

tion for τi) and ΔBi = x/B (the increase in memory utilization

for τi), B is the total number of cache units in a shared cache.

CRRI is essentially a benefit/cost index for cache allocation

to a task. A higher CRRI value means that the decrement of

WCET of τi is larger with a smaller number of extra cache

units assigned to it. Thus, the higher the value for CRRI, the

better the resource usage efficiency. One by one the next tasks

in line (according to the harmonic index order) are assigned to

Γ′
i (line 14), making the task set unschedulable. Therefore, the

number of cache units for the task with the highest CRRI value,

so called the Guilty-Task(GT), is increased until the task set is

schedulable again, i.e. U(Γ′
i)≤ 1, or the number of total cache

units assigned to the task set exceeds Bth (while loop line 15).

This procedure is then repeated until the maximum number

of cache units allowed for tasks on each core is reached (line

24). If the next task in line cannot be added to the existing

task set, the original cache allocation for the existing task set

is recovered (line 23).

The complexity of Alg. 2 mainly comes from the loop from

lines 8 to 30. Assuming that in the worst case each core can

accommodate n tasks, the complexity of the loop is O(n3) and

the overall complexity of the algorithm is O(Pn3).
Similar to Alg. 1, Alg. 2 constructs the sub-harmonic task

set based on each task using the DCT algorithm. As the DCT
algorithm generates one PSH task set when each τi is taken as

the reference task, the algorithm comes up with n different sub-

task sets to be allocated to a core. These task sets may have

different performances in terms of system utilizations, task

numbers, and total numbers of cache units, which conflict with

each other. To explore all the Pareto optimal solutions may

lead to an extremely large search space and is not realistic. In

our approach, we adopt a simple metric as follows to choose

the best sub-tasks to map to a core: The chosen task set is

the one that has the maximum U(Γ′
i) value with the highest

total number of tasks |Γ′
i|. If the task numbers are the same,

then the one with the smaller total number of used cache units

q(Γ′
i) wins (lines 26 to 28).

As an example, Table V shows the solution to the problem

described in Example 1 using HBCA2. Data is presented in

the same way as in Table IV, but tasks in Table V are sorted

based on ΔTi. Unlike HBCA1, algorithm HBCA2 is able to

notice that by assigning three extra cache units to τ4 (values

underlined in the table), it is possible to schedule tasks τ2, τ3

and τ4 together on core 1, with a CPU utilization of 0.98 and

using 11 memory cache units. Then, τ1 is scheduled to core

2. Although the algorithm still requires two cores to schedule

the task set, it leaves more CPU utilization to be used on core

2 by an additional 5th task. Consequently, we can say that our

second approach is able to improve the system resource usage

and the schedulability. It is noteworthy to mention that for

the first two sub-harmonic task sets generated, the algorithm

notices that τ1 is not schedulable along with τ3 (using the

condition of Alg. 2, line 23). Such unschedulability is shown

in the table with the strikethrough text. Then, the algorithm

proceeds to try to schedule the next task in the list, i.e. τ2.

V. EXPERIMENTS, ANALYSIS AND RESULTS

In sections III and IV, two approaches are proposed. It

is hard to prove if one dominates the other analytically.

Therefore, we use simulation results to study their performance

and compare them with related work.

A. SPEC CPU2000 Benchmarks Cache Simulation

In order to test our scheduling approach, we use the data

presented in [15], corresponding to the simulation results of

the SPEC CPU2000 benchmarks [19] using the Simplescalar
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Table V: Solution to Example 1 using HBCA2

CHOOSE SUB TASK SET FOR CORE 1
1 τi Ti Ci mi Ui T ′

i U ′
i ΔTi ΔUi Cum.U ′

i Cum.Ui
τ1 10 5 1 0.50 10 0.50 0 0 0.5 0.50
τ3 13 6 3 0.46 10 0.60 3 0.14 1.1 0.96
τ2 25 6 4 0.24 20 0.30 5 0.06 0.8 0.74
τ4 25 7 4 0.28 20 0.35 5 0.07 1.15 1.02

2 τi Ti Ci mi Ui T ′
i U ′

i ΔTi ΔUi Cum.U ′
i Cum.Ui

τ3 13 6 3 0.46 13 0.46 0 0 0.47 0.46
τ1 10 5 1 0.50 6.5 0.77 3.5 0.27 1.23 0.96
τ2 25 6 4 0.24 13 0.46 12 0.22 0.92 0.70
τ4 25 7 4 0.28 13 0.54 12 0.26 1.46 0.98

3 τi Ti Ci mi Ui T ′
i U ′

i ΔTi ΔUi Cum.U ′
i Cum.Ui

τ2 25 6 4 0.24 25 0.24 0 0 0.24 0.24 �
τ4 25 7 4 0.28 25 0.28 0 0 0.52 0.52 �
τ3 13 6 3 0.46 12.5 0.48 0.50 0.02 1 0.98 �
τ1 10 5 1 0.50 6.26 0.80 3.75 0.30 1.32 1.02

4 τi Ti Ci mi Ui T ′
i U ′

i ΔTi ΔUi Cum.U ′
i Cum.Ui

τ2 25 6 4 0.24 25 0.24 0 0 0.24 0.24
τ4 25 7 4 0.28 25 0.28 0 0 0.52 0.52
τ3 13 6 3 0.46 12.5 0.48 0.50 0.02 1 0.98
τ1 10 5 1 0.50 6.25 0.80 3.75 0.30 1.32 1.02

toolset [20]. The SPEC CPU2000 benchmark suite is a col-

lection of 26 compute-intensive, non-trivial programs used

to evaluate the performance of a computer’s CPU, memory

system, and compilers. The benchmarks in this suite were

chosen to represent real-world applications, and thus exhibit a

wide range of runtime behaviors.

In order to test our algorithm, we generated a group of syn-

thetic task sets. Each of the 26 SPEC CPU2000 benchmarks

forms a curve with different points [memory size, execution

time]. An exponential-fit model (with the form of a = exp(b))
can thus be obtained with the 95% confidence interval values

for a and b for each benchmark.

In our simulations, synthetic task sets were generated by

randomly choosing a specific number of tasks n, where each

task corresponds to a curve generated from the exponential-

fit model of one of the 26 SPEC CPU2000 benchmarks. A

thousand task sets are generated for each n. Besides, each

time a new curve for a task set was generated, we used random

values for a and b that fall into the 95% confidence interval

of each of the two parameters.

B. Target Architecture

For the architecture in our experiments, we assume it

contains a total of four cores and one cache memory, which

is accessible to all cores. Similar architectures can be found

commercially [21], [22]. Our cache allocation scheme may

be implemented with any cache management scheme that

can provide a fixed size of cache unit, and enforce strict

isolation guarantees. The implementation is independent of

the associativity or the replacement policy, as long as the

relationship between execution times and number of cache

units are given.

C. Simulation results of testing HBCA1 and HBCA2 ap-
proaches

We compare two approaches, i.e. HBCA1 and HBCA2, with

three different representative scheduling schemes. The first

one is the Partitioned Rate Monotonic Scheduling (P-RMS)

algorithm. This is one of the most commonly used approaches

for partitioned scheduling on multi-core. A drawback for P-

RMS is that it does not take the task period and execution time

relationship into consideration for cache allocation and task

partitioning. We use this approach as our base line approach.

The second approach we investigate is the Harmonic-Fit

Fixed-Priority Scheduling (HFPS) algorithm, proposed by Fan

et al. [23]. This scheme takes period relationship among mul-

tiple tasks into consideration when scheduling fixed-priority

tasks on multi-core platforms. Both P-RMS and HFPS do

not take the variable execution times with cache allocations

into consideration. Therefore, we have to use the WCET

values corresponding to the worst-case scenario when mi = 1.

The third approach is IBRT-MCI-RMS [16] as mentioned

before, which determines cache allocation based on the metric

that optimizes the resource usage for a single task. These

three scheduling algorithms with both HBCA1 and HBCA2

were employed to schedule the task sets on the architecture

discussed above.

We define Schedulability Success Ratio (SSR) as the ratio

between the number of successfully scheduled task sets di-

vided by the total task sets tested. Figures 1 and 2 report the

SSR for the tested task sets with different number of real-time

tasks. Figure 1 shows results using a cache unit size of 1 KB.

Figure 2 shows results using a cache unit size of 4 KB.

In Figure 1(a), when task number is around 14 for the case

of P-RMS and 20 for the case of HFPS, we can see that the

SSR starts decreasing. Also, as the number of cache units

increases, as shown in Figure 1(b) and 1(c), we can see that

the SSRs of P-RMS and HFPS remain almost constant. This

is because they are not memory aware and therefore cannot

take advantage of the increase of the number of memory

cache units. On the other hand, the methods IBRT MCI RMS,

HBCA1 and HBCA2 take advantage of the increase of the

number of cache units. For instance, the schedulability success

ratio of HBCA2 starts decreasing when task number is around

45 in Figure 1(b) (with 256 cache units) and around 60 in

Figure 1(c) (with 512 cache units).

In Figure 2(a), when the task number is around 25 for

cases P-RMS, IBRT MCI RMS and HFPS, we can see that

the SSRs start decreasing. When the task number is around

30, the SSRs start decreasing for HBCA1 and HBCA2. As

the number of cache units increases (Figures 2(b) and 2(c)),

IBR MCI RMS, HBCA1 and HBCA2 starts decreasing their

SSR, for example, with task number values around 37, 49 and

58, respectively (see Figure 2(c)).

From the above-mentioned observations, it can be inferred

that with a larger cache memory size, the memory-aware

mechanisms, and especially our two approaches, are able to

schedule a larger number of tasks in the system. One exception

to the pattern is Figure 2(a). Note that this is because the

number of cache units in this configuration is not large enough

for the memory-aware methods to reduce the WCET values

in order to increase the number of tasks schedulable in the

system.
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(a) Number of cache units B = 128 (b) Number of cache units B = 256 (c) Number of cache units B = 512

Figure 1: Number of Tasks VS. Scheduling Success Ratio. Cache Unit Size = 1 KB

(a) Number of cache units B = 32 (b) Number of cache units B = 64 (c) Number of cache units B = 128

Figure 2: Number of Tasks VS. Scheduling Success Ratio. Cache Unit Size = 4 KB

Figure 3: 90% Schedulability Ratio. Cache Unit Size = 1 KB

Figure 3 shows the schedulability of each tested mechanism

with cache unit size of 1KB. Each mechanism displays the

value S (maximum number of tasks such that the SSR of the

evaluated method is greater than or equal to 90%) normalized

against the S value obtained with P-RMS. For instance, in

Figure 1(c), the S values for HBCA1 and HBCA2 are 47

and 62, respectively. It can be seen that HFPS always shows

the same improvement, because it is a non-memory-aware

mechanism. The remaining mechanisms that are memory-

aware show an increasing improvement with the increment of

memory cache units available per cache memory. The HBCA2

approach is able to schedule up to 4.1 times more tasks when

compared to P-RMS.

Figure 4 shows the average values of S for data using

both cache unit sizes (i.e. 1KB and 4KB) and the four cache

memory sizes. From the figure, HBCA2 is able to schedule

up to 267% more real-time tasks than the P-RMS, and 101%,

64% and 26% more tasks when compared to HFPS, IBRT-

MCI-RMS and HBCA1, respectively.

VI. RELATED WORK

As multi-core platforms become more and more perva-

sive in computing system design, how to manage shared

fast local memory, such as cache or scratch-pad memory,

in multi-core architectures to improve the predicability and

schedulability of real-time applications has attracted more and

Figure 4: Average 90% Schedulability Ratio

more research efforts. Cache partitioning has shown to be one

of the most effective methods for managing the shared fast

local memory while optimizing other design objectives, such

as performance maximization [24], quality-of-service (QoS)

enhancement [25], and fairness [6]. Existing work on cache

partitioning can be largely categorized into two groups [26]:

cache allocation policies and cache management schemes.

The first ones focus on policies to dictate how to allocate

available cache resources to different tasks to achieve differ-

ent objectives, such as fairness, priorities, and performance

maximization (e.g. [8], [27], [28]). The second ones intend to

enforce, by means of hardware or software, the distribution of

the outcomes of the cache allocations so that each program can

access its allocated cache memory (e.g. [5], [9], [29], [30]).

We are interested in developing static cache allocation

policies for real-time systems to enhance the predicability and

schedulability when scheduled in a multi-core environment.

Unlike our proposed allocation policies, some techniques have

been proposed for single-core platforms [31], [32], and some

others use a non-preemptive EDF policy for intra-core schedul-

ing [33], [34]. A few approaches that have been published are

closely related to our work. Chang et. al. [16], [35] develop a

series of algorithms for real-time systems scheduled based on

EDF in island-based multi-core real-time systems with local

and global heterogeneous memories. The algorithm, so called
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Island Based Real-Time Scheduling for Multi-Core Islands

(IBRT-MCI), intends to optimize the system resource (CPU

and fast local memory) usage for a single task. A variant of

this algorithm is also introduced in a later publication [16],

in which the intra-core scheduling is performed according to

RMS, i.e. IBRT-MCI-RMS. As discussed before, the optimal

solution that can optimize the system resource usage for a

single task does not necessarily optimize that for the entire task

set. Also, as we show in our simulation results, incorporating

period relation into cache allocation and task mapping can

significantly improve the schedulability of real-time systems.

Kim et. al. [36] propose a cache allocation policy that relies

on page coloring as the cache management scheme. Differ-

ent from our approach, their algorithm assigns cache units

privately to cores instead of tasks, thus allowing intra-core

cache units sharing. This alleviates the memory co-partitioning

problem due to the page coloring management scheme, but

increases the predictability analysis complexity. Suzuki et. al.

[7] propose two algorithms as cache allocation policies, taking

into consideration the cache memory partitions and the main

memory banks assigned to each task. Unlike our approaches,

such algorithms assume EDF as intra-core scheduling policy

instead of RMS.

VII. CONCLUSIONS

We study the cache allocation and task partitioning problem

when running a set of fixed-priority real-time tasks on a multi-

core platform sharing a common cache memory. We have

developed two static schemes for cache allocation and task

partitioning. The first one (HBCA1) combines two previous

research studies that take task variable WCET times and period

relationship into consideration. The second one (HBCA2) is

a more elaborate approach that can judiciously choose the

cache size for each task, while exploiting the task harmonic

relationships within the task set. Our simulation results show

that our second approach increases the schedulability of real-

time tasks up to four times, when compared to a conventional

Partitioned Rate Monotonic Scheduling (P-RMS). As future

work, we plan to extend this research to analyze different types

and levels of memories, within the memory hierarchy, using

the approaches proposed in this work.
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