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## Preface

For the past several ycars, reflecting the excitement and creativity surrounding the subject of wavelets, articles about wavelets liave appeared in professional publicatıons $[4,17,20,23,24,22,26,33,35,41]$, on the World Wide Web [16, 39. 27]. and in mainstream magazines and newspapers [9, 31]. Much of this enthusiam for wavelets comes from known and from potential applications. For example. wavelets have found use in image processing, in the restoration of recordings. and in seismolog.v [3.9,23,24, 30]

Many books are available on wavelets [ $10,19,21,25,30,42$ ], but most are written at such a level that only iesearch mathematicians can read them. The pupose of this book is to make wavelets accessible to anyone with a background in basic linear algebia (for example, graduate and undergraduate students). and to serve as an introduction for the nonspecialist. The level of the applications and the fom mat of this book make it, an excellent textbook for an mintuductory counse on wavelets or as a supplement to a first on second conse in linear algebra or numencal analysis. Potential readers would be mtrigued be the discussion of the Wavelet/Scalar Quantization Standard, curently used br the Federal Burean of Investigation to compress, transmit, and storc mages of fingerprints [3]. In Bitain, Scotland Yard also uses wavelets for the same purpose [4].

The projects that are contaned within this book allow real applications to be me oporated into the mathematics curriculum. This fits well with the cument tiend of infusing mathematics courses with applications; an approarh which is summatized well by Avner Friedman and John Lavery in their statement about an industrial mathematics program-
"[this approach provides] students an immense oppoitunity for greater and deeper contributions in all areas of the natural and social sciences, engineering and technology." [15]

The practice of either basing a mathematics course on applications [1] or infusing a course with applications has been seen primarily in calculus courses. However, this enthusiasm for real applications has not been as obvious in our upper-level mathematics courses, such as linear algebra, abstract algebra, or number theory, which are taken primarily by mathematics majors. Many of these majors intend to be teachers, and applications such as wavelets can provide breadth to the curriculum. As stated in a recent report of the Mathematical Association of America:
> "it is vitally important that [prospective math teachers'] undelgraduate experience provide a broad view of the discipline, [since] for the many students who may never make professional use of mathematics, depth through breadth offers a strong base for appleciating the tiue power and scope of the mathematical sciences." [32]

The major benefit of this book is that it presents basic and advanced concepts of wavelets in a way that is accessible to anyone with only a basic knowledge of linear algebra. The discussion of wavelets begins with an idea of Gil Strang [33] to represent the Haar wavelets as vectors in $\mathbb{R}^{n}$, and is driven by the desire to introduce readers to how the FBI is compressing fingerprint images. Chapter 1 introduces the basic concepts of wavelet theory in a concrete setting: the Haar wavelets along with the problem of digitizing fingerprints. The rest of the book builds on this material. To fully understand the concepts in this chapter, a reader need only have an understanding of basic linear algebra ideas • matrix multiplication, adding and multiplying vectors by scalars, linear independence and dependence.

Chapter 2 builds on the ideas presented in chapter 1, developing more of the theory of wavelets along with function spaces. Readers get a better sense of how one might deduce the ideas presented in chapter 1 . To fully understand the material in this chapter, a reader needs more sophisticated mathematics, such as inner product spacies and projections. The necessary background material from linear algebra that a reader needs to know to fully understand the discussion of wavelets in this book is contained in appendix A.

Chapter 3 features more advanced topics such as filters, multiresolution analysis, Daubechies wavelcts, and further applications. These topics are all introduced by comparison to the material developed with the Haar wavelets in chapters 1 and 2. These topics would be of interest to anyone who desires to read some of the more technical books or papers on wavelcts, or to anyone seeking a starting point for research projects. There are some uew concepts introduced in this chapter (e.g. density, fixed-point algorithms, and $L^{2}$ spaces). They are discussed in enough detail to allow the reader to understand these concepts and how they relate to wavelets, but not in so much detail that these
ancillary topics distract from the major topic of wavelets. For example, the Fourier transform does not appear until the final section of chapter 3.

Chapter 4 contains projects that could be used in linear algebra courses. Along with these projects, some of the problems introduce advanced topics that could be used as starting points for research by undergraduates. There are also appendices that review hnear algebra topics and present Maple commands that are useful for some of the problems.

These notes originated in courses (Linear Algebra II) that the authors taught during summers 1996 and 1997 at Grand Valley State University in Allendalc, Michigan. Students in each of these courses had previously completed Linear Algebra I, where they learned to solve systems of linear equations, were introduced to matrix and vector operations, and encountered for the first time the fundamental ideas of spanning sets, linear independence and dependence, bases, and dimension. The topics for the second semester course were grouped around two major themes: linear transformations and orthogonal projections. In the 1996 course, about one of every five class meetings was set aside to learn about wavelets, and the material in these notes was timed to coincide with the flow of topics in the rest of the course. (For example, using orthogonal projections to appioximate functions with wavelets was done as we studied orthogonal projections in inner product spaces.) Along with the information presented in these notes, various articles [2, 3, 9, 16, 23, 22, 31] were distributed to stndents as required readings.

In the 1997 course, groups of students submitted written reports based on a subset of the problems in chapters 1 and 2 . In addition, each group created a gray-scale image in a 16 -by- 16 gid of pixels using a program, Pixel Images, written by Schlicker. Each gionp processed, compressed, and decompressed their image using Haar wavolets and entropy coding. A modified version of this activity is included in chapter 4.

While we initially introduced wavelets into the second semester linear algebra course, many of the tools and concepts can fit equally well in a first semester linear algebra course In the last two years we have used various approaches in both semesters of himear algebra to expose our students to this valuable and exciting atea of mathematics. In all of these courses, the students have expressed that ther appreciated secing a connection between what they were learming in college and what they saw happening in the world.

A note on how to use this book To learn mathematics it is important to become conversant with the termmology and to actually work some problems. Throughout this book, key terms and phrases are highlighted in italics. For pedagogical purposes, we have included some terminology that is not standard in the literature: the phrase daughter wavelets in chapter 1 is used to describe the functions that are obtamed from dilations and translations of the mother wavelet, son wavelet.s in chapter 2 describes the functions that are obtained from dilations and translations of the father wavelet or scaling function, and $\imath m a g e$ box in chapter 2 refers to any figure that contains projections and residuals of an original image after processing with wavelets. We feel these
terms provide appropriately descriptive labels and use them without hesitation. The problems posed in this text are distributed throughout the reading rather than at the end of each chapter. This is important because completing the problems is vital to lcarning about wavelets. In fact, it is necessary to solve those problems marked with bold numbers to completely understand the text. Also, a computer algebsa system is neressary to complete some problems, and hints and an appendix are provided for those readers who have access to Maple. Answers to selected problems are provided in an appendix. Pixel Images and Maple workshects are available at our web site:
www.gvsu.edu/mathstat/wavelets.htm
Edward Aboufadel
Steven Schlicker
Allendale, Mıchugan
July, 1999

## Acknowledgments

The anthors would like to thank John Golden, Richard Gardner, Seth Falcon, and Phil Gustafson for theii helpful comments on the manuscript. Special thanks gocs to Matt Buclkus, who spent way too much tume making comments on the drafts of this work.

We would also like to thank Christine Hughes, a mathematies student at GVSU who worked thiongh an callier draft of this book Phil Pratt of GVSU gave us valuable advice on workmg with publishers.

Our heartfelt apologies go out to our spouses, Kathy and Deb, and to Steve's son Muchael. for all the time that we spent working on this book which meant time away fiom them. Their patience has been appieciated.

If this book has a bother, it woudd be Ed's son, Zachary, who was bon at the time we were finishmg Disconerng Wavelets.

E. F. A. and S. J. S.

## Contents

Preface ..... $v$
Acknowledgments ..... $i x$
1 Wavelets, Fingerprints, and Image Processing ..... 1
1.1 Problems of the Digital Age ..... 1
1.2 Digitizing Fingerprint Images ..... 2
1.3 Signals ..... 4
1.4 The Haar Wavelet Family ..... 5
1.5 Processing Signals ..... 9
1.6 Thresholding and Compression of Data ..... 12
1.7 The FBI Wavelet/Scalar Quantization Standard ..... 18
2 Wavelets and Orthogonal Decompositions ..... 23
2.1 A Lego World ..... 23
2.2 The Wavelet Sons ..... 26
2.3 Sibling Rivalry: Two Bases for $V_{n}$ ..... 28
2.4 Averaging and Differencing ..... 32
2.5 Projecting Functions Onto Wavelet Spaces ..... 35
2.6 Function Processing and Image Boxes ..... 37
2.7 A Summary of Two Approaches to Wavelets ..... 41
3 Multiresolutions, Cascades, and Filters ..... 43
3.1 Extending the Haar Wavelets to the Real Line ..... 43
3.2 Other Elementary Wavelet, Families ..... 45
3.3 Multiresolution Analysis ..... 49
3.4 The Haar Scaling Function Rediscovered ..... 55
3.5 Relationships Between the Mother and Father Wavelets ..... 62
3.6 Daubechies Wavelets ..... 66
3.7 High and Low Pass Filters ..... 70
3.8 More Problems of the Digital Age: Compact Discs ..... 77
4 Sample Projects ..... 83
4.1 Introduction: Overview of Projects ..... 83
4.2 Linear Algebra Project: Image Processing and Compression ..... 84
4.3 A Wavelet-Based Search Engine ..... 86
$4.4 \quad B$-Splines ..... 88
4.5 Processing with the $D_{4}$ Wavelets ..... 89
4.6 Daubechies Wavelets with Six Refinement Coefficients ..... 91
Appendix A Vector Spaces and Inner Product Spaces ..... 93
A. 1 Vector Spaces ..... 93
A. 2 Subspaces ..... 97
A. 3 Inner Product Spaces ..... 98
A. 4 The Orthogonal Decomposition Theorem ..... 101
Appendix B Maple Routines ..... 107
B. 1 Matrix Generator ..... 107
B. 2 Processing Sampled Data ..... 108
B. 3 Projections onto Wavelet, Spaces ..... 109
B. 4 The Cascade Algorithm ..... 110
B. 5 Processing an Image from Paxel Images ..... 111
Appendix C Answers to Selected Problems ..... 113
Appendix D Glossary of Symbols ..... 117
References ..... 119
Index ..... 123

## 1

## Wavelets, Fingerprints, and Image Processing

### 1.1 PROBLEMS OF THE DIGITAL AGE

With the advent of the Digital Age, many opportmities have arisen for the collection, analysis, and dissmination of mformatnon. Dealing with such massive amounts of data presents difficulties. All of this digital information must be stored and be reticuable in an cefficient manner. One appioach to deal with these problems is to use wavelets. For example, the FBI fingerpint files contain over 25 million cards, cach of which contains 10 iolled finger print impressions. Each card pioduces about 10 megabytes of data. To store all of these cats would requie some 250 terabytes of space. Without some sort of compression of the data, the size of this database would make sorting, storing, and searching nearlv mpossible. To deal with this problem, the FBI has adopted standards for fingerpint digitization using a wavelet compression standard $[3,4,7]$. With wavelets, a compression 1 atio of about $20: 1$ is obtanned.

Another common problem picsented by electionic mfomation is noise. Noise is extiancons infomation in a signal that can be intioduced in the collection and transmission of data thongh a varicty of means. Wavelets can be used to filter out noise via the computation of averaging and detaning coefficients. The detailing confficients mderate the location of the details in the origimal data set. If some details are very small in relation to others, climinating them may not sulstantially alter the original data set [11, 16]. Figure 1.1 illustiates a nucleai magnetic sesonance (NMR) signal before and after denoising. Observe that the denoserl data still demonstrates all of the mertant


Fig. 1.1 "Before" and "after" illusttations of a nuclear magnetic resonance signal. (Images courtesy of David Donoho, Stanford University, NMR data courtesy Andrew Maudsley, VA Medical Center, San Francisco) Image copied from [16]
details. Similar ideas may be used to restore damaged video, photographs, or recordings.

Other applications of wavelets have emerged in seismology, astronomy, and radiology [19, 24]. It is with these varied applications in mind that we embark on our study of wavelets and their uses.

## Problems

1. This book contains an extensive bibliography. Search the references, or find some of your own, to find two other applications of wavelets. Explain the problem to which wavelets are applied as best you can. Be sure to cite your source(s).

### 1.2 DIGITIZING FINGERPRINT IMAGES

As mentioned carlier, the United States Federal Bureau of Investigation (FBI) has collected the fingerprints of over 25 million pcople $[3,4,7]$. The first step in the wavelet compression process is to digitize cach fingerprint image. There are two important ideas about digitization to understand here: intensity levels and resolution. In image processing, it is common to think of 256 different


Fig. 1.2 The gray scale, with intensity ranging from 255 down to 0


Fig. 1.3 Pixels coloted in scales of gray which ate multiples of 10
intensaty levels, or scales, of gray, ranging from 0 (black) to 255 (white) as in figure 1.2. Each of these gray scales can be represented by an 8-bit binary number (c.g. 10101010 corresponds to the intensity level 170). A digital image can be created by taking a small grid of squares (called pixels) and coloring each pixel with some shade of gray as see in figure 1.3. The resolution of this grid is a measure of how many pixels are used per square inch. For fingerpunts, the FBI uses a 500 dots per meh (or dpi) resolution, where the sides of each pixel ineasure $1 / 500$ th of an inch, so there are 250,000 pixels per square inch. (Tvpically, laser printers have a resolution of 300 or 600 dpi .) So, to digitize an image of one square inch at 500 dpl , a total of $8 \times 250,000$, or 2 mullion bits of storage spare is needed.

Suce 8 bits is the same as 1 byte, storing one square inch of image would requre 250 kilobytes, roughly one-sixth of the memory on a typical floppy disk. Each fingerprint requires approximately 1.5 square inches, so the ten separate prints of a person would use nearly 4 megabytes, or about 3 floppy disks. However. the situation is really worse than this. Due to other prints taken by the FBI. such as simultancous impressions of both hands, a fingerprint card for one peison uses 10 megabytes of data. One of the reasons this is a problem is that. using a modem that transmits data at 56000 bits per second, it would take around a half an hour to send one card over a phone line.

The FBI could simplify the process by using a 1-bit scale (the pixel is either black ol white), but they have found that "[8-bit] gray-scale images have a mote 'natural' appearance to human viewers ... and allow a higher level of subjective discrimination by fingerprint examiners" [3]. For instance, the locations of sweat pores on the finger are legally admissible points of identifcation, and using an 8-bit scale permits the examiners to better see the poies [4] Thus, the FBI faces the problem of too much information, and
they need a way to process the data in particular, to compress it so that the storage and transmission of fingerprint images can be done quickly

## Problems

2. How much data (in megabytes) is generated by digitizing a 3 inch by 5 inch black-and-white photograph using 8-bit grayscale at 500 dpi?
3. To digitize a color picture requires 24 bits per pixel ( 8 bits for red, 8 for green, and 8 for bluc), combined to make $16,777,216$ different colors. How much data (in megabytes) is generated by digitizing a 3 inch by 5 inch color photograph using 24-bit colors at 500 dpi?

### 1.3 SIGNALS

In many situations we acquire data from measuing some phenomenon at various points. For example, the digitized information from fingerprints is such a collection of data, with each row of pixcls considered as a separate group of data. Other examples of data collection include polling a small group of people on an issue to serve as a representation of the views of an entire group or measuring the results of an experiment at various times while it is rumning. We call this process of gathering data sampling. The information collected from sampling can be formed into strings of mumbers called sugnals. We will represent signals as column vectors in $\mathbb{R}^{n}$. For example, $[12,2,-5,15]^{T}$ is such a signal (which, for instance, could result from measuring the temperature in Fahrenheit every 3 hours during a cold evening). (Note, the column vector $[12,2,-5,15]^{T}$ or $\mathbf{v}^{T}$ denotes the tianspose of $\mathbf{v}$.) This sigual is a vertor in $\mathbb{R}^{4}$ and can be represented as a linear combination of basis vectors for $\mathbb{R}^{4}$. (Appendix A includes a review of the basics of linear algebra.)

Problems
4. Let

$$
S_{2}=\left\{\left[\begin{array}{l}
1 \\
0 \\
0 \\
0
\end{array}\right],\left[\begin{array}{l}
0 \\
1 \\
0 \\
0
\end{array}\right],\left[\begin{array}{l}
0 \\
0 \\
1 \\
0
\end{array}\right],\left[\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right]\right\}
$$

be the standard basis for $\mathbb{R}^{4}$. Express the signal $[12,2,-5,15]^{T}$ as a linear combination of the elenients of $S_{2}$.
5. Let

$$
B_{2}=\left\{\left[\begin{array}{l}
1 \\
1 \\
1 \\
1
\end{array}\right],\left[\begin{array}{c}
1 \\
1 \\
-1 \\
-1
\end{array}\right],\left[\begin{array}{c}
1 \\
-1 \\
0 \\
0
\end{array}\right],\left[\begin{array}{c}
0 \\
0 \\
1 \\
-1
\end{array}\right]\right\} .
$$

Show that $B_{2}$ is a basis for $\mathbb{R}^{4}$. Express the signal $[12,2,-5,15]^{T}$ as a linear combination of the basis elements from $B_{2}$.

Consider agam the digitized data from a fingerprint. An image of one square inch using 500 dpi will yield 500 signals, where each signal is a vector in $\mathbb{R}^{500}$ Due to the 8-bit grayscale, these signals contain integers between 0 and 255

What is it about wavelets that made them a natural choice to solve the problem of piocessing data from fingerprint images? Wavelets are useful when the signals being considered have palts where the data is relatively constant, while the changes between these constant parts are relatively large [16]. Fingerpints fit this description in that there are places where the intensity level is about constant, such as the white spaces between the ridges of the print or the ndges themselves, while the transition from a white space to a ridge involves a significant drop in intensity level (typically from 240 to 40 ). Later, we will see how the wavelet decomposition can filter data by averaging and detailing. Averaging is effective for areas of an mage of relatively constant intensitv, whinc detallug is effective in dealing with a sudden change of intensity.

### 1.4 THE HAAR WAVELET FAMILY

Wavelets are grouped into families, with names such as the Mexican Hat wavelets or the Shamon wavelets [21, 42]. All of these families have a number of common characteristics. The smplest one in which to see these characteristues clearle is the Haar family of wavelets. (The first mention of these wavelets appeared 111 an appendix to the thesis of A. Haar in 1909 [18], although the woud wavelet was not coined until the 1980s.). While Haar wavelets are not, reallv used in the applications discussed above, thev will be used in the finst two chapters of this text to demonstrate the fundamental ideas behind wavelets. Other wavelet famlies appear in subsequent chapters.

As wall be the case with all famlies of wavelets described in this text, the Haar famle is defined by two wavelets, a father wavelet and a mother wavelet. These wavelets are represented by $\phi$ and $\psi^{\prime}$, Iespectively. The father wavelet is usually refened to in the literature as the scaling function. The Haar father warelet is defined by

$$
\phi(t)= \begin{cases}1 . & \text { if } 0 \leq t \leq 1 \\ 0 . & \text { otherwise }\end{cases}
$$

This father wavelet is also known as the characterastic function of the unit interval.

## Problems

6. Use a Computer Algebra System (CAS) (for example, Maple, Mathcad, or Mathematıca), to plot $\phi$.
Maple Hint: To define $\phi$ in Maple we can use the piecewise command
$>$ phi := $t \rightarrow$ piecewise $(0<=t$ and $t<1,1, t<0$ or $t>=1,0)$;

The Haar mother wavelet is defined by

$$
\psi(t)= \begin{cases}1, & \text { if } 0 \leq t<\frac{1}{2} \\ -1, & \text { if } 0 \leq \frac{1}{2}<1 \\ 0, & \text { otherwise }\end{cases}
$$

Note that the father and mother wavelets are related in the following way:

$$
\begin{equation*}
\psi(t)=\phi(2 t)-\phi(2 t-1) . \tag{1.1}
\end{equation*}
$$

As suggested by the terminology, if there is a father wavelet, a mother wavelet, and a family of wavelets, then there ought to be children. The following two wavelets are the first generation of daughters:

$$
\psi_{1,0}(t)=\psi(2 t) \quad \psi_{1,1}(t)=\psi(2 t-1) .
$$

(The sons will be introduced in chapter 2.) Although the daughters appear to be derived only from the mother, from (1.1) we can sec that they can also be defined in terms of the father wavelet, namely by

$$
\psi_{1,0}(t)=\phi(4 t)-\phi(4 t-1) \quad \psi_{1,1}(t)=\phi(4 t-2)-\phi(4 t-3) .
$$

## Problems

7. Use a CAS to define and plot $\psi, \psi_{1,0}$, and $\psi_{1,1}$.

The graphs generated in problems 6 and 7 give a sense of why the term wavelet is used, for the graphs look like square waves. (Wavelet literally means "small wave", and comes fiom the French term ondelette.) These Haar wavelets have one particularly desirable property: they are 0 everywhere except on a small interval. (Chapter 3 shows why this is important.) If a function is 0 everywhere outside of a closed, bounded interval, the function
has compact support. (closed and bounded intervals are said to be compact). If a function has compart support, the smallest closed interval on which the function has nonzero values is called the support of the function.

## Problems

8. Are the Haar wavelets continuous? Are their first derivatives continuous? Explain.

What is the connection between the Haar wavelets and linear algebra? As a starting point, a one-to-one correspondence between the wavelets $\phi, \psi, \psi_{1,0}$ and $\psi_{1.1}$ and vectors in $\mathbb{R}^{4}$ can be defined as follows [33]:

$$
\phi \leftrightarrow\left[\begin{array}{l}
1 \\
1 \\
1 \\
1
\end{array}\right] \quad \psi \leftrightarrow\left[\begin{array}{c}
1 \\
1 \\
-1 \\
-1
\end{array}\right] \quad \psi_{1,0} \leftrightarrow\left[\begin{array}{c}
1 \\
-1 \\
0 \\
0
\end{array}\right] \quad \psi_{1,1} \leftrightarrow\left[\begin{array}{c}
0 \\
0 \\
1 \\
-1
\end{array}\right] .
$$

The correspondence becomes clear by looking at the graphs of these wavelets. For example, the graph of $\psi_{1,1}$ is shown in figure 1.4. (Note that Maple connects the pieces of the function with vertical segments. Although these vertical segments are not part of the graph, they are included here to make the resulting graph look more like a wave.) The first entry (0) of the vector associated


Fig. 1.4 The wavelet $\psi_{1}$
to $\psi_{1,1}$ is the value of the wavelet on the interval $\left[0, \frac{1}{4}\right.$ ), the second entry ( 0 ) is the value on the wavelct on the interval $\left(\frac{1}{4}, \frac{1}{2}\right)$, the third entry ( 1 ) is the value of $\psi_{1,1}$ on $\left[\frac{1}{2}, \frac{3}{4}\right)$ and the final component $(-1)$ is the value $\psi_{1,1}$ assumes on $\left[\frac{3}{4}, 1\right)$. There is a similar correspondence for cach of the wavelets.

In fact, this correspondence can be extended to all functions which are "constant on quarters." To demonstrate this, let us define the set $V_{2}$ to consist of all functions which are piecewise constant on the intervals $\left[0, \frac{1}{4}\right),\left[\frac{1}{4}, \frac{1}{2}\right)$, $\left[\frac{1}{3}, \frac{3}{4}\right),\left[\frac{3}{4}, 1\right)$, and are zero outside of the intelval $[0,1)$. Then we have the following correspondence between $V_{2}$ and $\mathbb{R}^{4}$ :

$$
f(t)=\left\{\begin{array}{ll}
a, & \text { if } 0 \leq t<\frac{1}{4} \\
b, & \text { if } \frac{1}{4} \leq t<\frac{1}{2} \\
c, & \text { if } \frac{1}{2} \leq t<\frac{3}{4} \\
d, & \text { if } \frac{3}{4} \leq t<1 \\
0, & \text { otherwise }
\end{array} \leftrightarrow\left[\begin{array}{l}
a \\
b \\
c \\
d
\end{array}\right] .\right.
$$

This correspondence uniquely identifics a given clement in $V_{2}$ with an clement in $\mathbb{R}^{4}$. This means that the correspondence defines a function from $V_{2}$ to $\mathbb{R}^{4}$, that no two elements in $V_{2}$ are identificd with the same vector in $\mathbb{R}^{4}$ (so the function is one-to-one or is an injection), and that each element in $\mathbb{R}^{4}$ corresponds to a function in $V_{2}$ (the function is onto or is a surjection).

Note that these vectors are not the wavelets, but rather that there is a correspondence between the wavelets and the vectors.
9. Sketch the graph of the function that corresponds to the following vector: $[2,-3,5,7]^{T}$.

In a similar fashion, let us define $V_{1}$ to be the set of functions which are piecewise constant on the intervals $\left[0, \frac{1}{2}\right)$ and $\left[\frac{1}{2}, 1\right)$, and are zero outside of the interval $[0,1)$, and $V_{0}$ to be composed of functions which are constant on $[0,1)$ and zero outside that interval. Then theie is a one-to-one correspondence between $V_{1}$ and $\mathbb{R}^{2}$, and between $V_{0}$ and $\mathbb{R}$, as well.

These ideas can be extended to other generations of wavelets and similar one-to-one correspondences. For example, the serond generation of daughters is made up of the following four wavelets:

$$
\begin{array}{ll}
\psi_{2.0}(t)=\psi(4 t) & \psi_{2,1}(t)=\psi(4 t-1) \\
\psi_{2,2}(t)=\psi(4 t-2) & \psi_{2,3}(t)=\psi(4 t-3)
\end{array}
$$

These four danghters ate constant on eighths". In general, the $n^{\text {th }}$ generation of daughters will have $2^{n}$ wavelets defined by

$$
\begin{equation*}
v_{n, k}^{\prime}(t)=v^{\prime}\left(2^{n} t-k\right), \quad 0 \leq k \leq 2^{n}-1 . \tag{1.2}
\end{equation*}
$$

Observe that members of this generation will be constant on intervals of length $2^{-(n+1)}$.

## Problems

10. Sketch the graphs of the second generation of wavelet daughters.
11. Use a CAS to plot some of the functions $\psi_{n, h}$.

Maple Hint: To define the functions $\psi_{2 . h}$, use a loop and define $\psi$ as a function. (Refer to how $\phi$ was defined carlier in problem 6.) The following loop will then define each $\psi^{\prime 2}$.h as an expression.

```
> n := 2;
> for k from 0 to 2^n-1 do
> psi.n.k := psi(2^n*t-k):
> od:
```

Be careful abont the difference between functions and expressions in Maple. In order to change the expression psi.n.k to the function psi.n.k, use the following command.

```
> psi.n.k := unapply(psi.n.k, t):
```

This leads naturally to more sets of functions and more correspondences. The set $V_{3}$ contains the functions which are "constant on cighths", in the sense that each function in $V_{3}$ is constant on $\left[0, \frac{1}{8}\right),\left(\frac{1}{8}, \frac{1}{4}\right)$. and so on. There is a correspondence between $V_{3}$ and $\mathbb{R}^{8}$, where cntries in a vector will be the values of a function on $\left[0, \frac{1}{8}\right),\left[\frac{1}{8}, \frac{1}{4}\right)$, etc.

## Problems

12. In general, how would $V_{n}$ be defined? On what length intervals are the functions in $V_{n}$ constant? Foı what value of $m$ will $V_{n}$ correspond to $\mathbb{R}^{n}$ ?

### 1.5 PROCESSING SIGNALS

A key rdea in the study of warelets is that functions that belong to $V_{2}$ can be written as linear combinations of the father and mother wavelets and the first, generation of danghters. Fou example, consider the function $f$ defined by

$$
f(t)=\left\{\begin{array}{ll}
-5, & \text { if } 0 \leq t<\frac{1}{4} \\
-1, & \text { if } \frac{1}{4} \leq t<\frac{1}{2} \\
1, & \text { if } \frac{1}{2} \leq t<\frac{3}{4} \leq \\
11, & \text { if } \frac{3}{4} \leq t<1 \\
0, & \text { otherwise }
\end{array} \leftrightarrow\left[\begin{array}{c}
-5 \\
-1 \\
1 \\
11
\end{array}\right] .\right.
$$

Are there unique coefficients $x_{1}, x_{2}, x_{3}, x_{4}$ so that

$$
\begin{equation*}
f(t)=x_{1} \phi(t)+x_{2} \psi(t)+x_{3} \psi_{1,0}(t)+x_{4} \psi_{1,1}(t) ? \tag{1.3}
\end{equation*}
$$

This question can be rephrased in terms of elementary linear algebra. Using our identification of $V_{2}$ with $\mathbb{R}^{4}$ we can write (1.3) in the form

$$
\left[\begin{array}{c}
-5 \\
-1 \\
1 \\
11
\end{array}\right]=x_{1}\left[\begin{array}{l}
1 \\
1 \\
1 \\
1
\end{array}\right]+x_{2}\left[\begin{array}{c}
1 \\
1 \\
-1 \\
-1
\end{array}\right]+x_{3}\left[\begin{array}{c}
1 \\
-1 \\
0 \\
0
\end{array}\right]+x_{4}\left[\begin{array}{c}
0 \\
0 \\
1 \\
-1
\end{array}\right]
$$

Equivalently, if we define

$$
A_{2}=\left[\begin{array}{cccc}
1 & 1 & 1 & 0 \\
1 & 1 & -1 & 0 \\
1 & -1 & 0 & 1 \\
1 & -1 & 0 & -1
\end{array}\right] \quad \text { and } \quad \mathbf{b}=\left[\begin{array}{c}
-5 \\
-1 \\
1 \\
11
\end{array}\right]
$$

then the question becomes: does $A_{2} \mathbf{x}=\mathrm{b}$ have a unique solution? Since the vectors corresponding to the wavelets $\phi, \psi, \psi_{1,0}$, and $\psi_{1,1}$ are linearly independent (in fact, these vectors are identified with the basis $B_{2}$ for $\mathbb{R}^{4}$ ), the answer to both questions is "yes". The linear independence of these vectors makes $A_{2}$ an invertible matrix; in particular:

$$
A_{2}^{-1}=\left[\begin{array}{cccc}
0.25 & 0.25 & 0.25 & 0.25 \\
0.25 & 0.25 & -0.25 & -0.25 \\
0.5 & -0.5 & 0 & 0 \\
0 & 0 & 0.5 & -0.5
\end{array}\right] \quad \text { and } \quad \mathbf{x}=A_{2}^{-1} \mathbf{b}=\left[\begin{array}{c}
1.5 \\
-4.5 \\
-2 \\
-5
\end{array}\right]
$$

The vector $b$, or $f(t)$, forms the signal, and the numbers $1.5,-4.5,-2$, and -5 , obtained from the solution of $A_{2} \mathbf{x}=\mathrm{b}$, are called wavelet coefficients. The act of solving $A_{2} \mathbf{x}=\mathbf{b}$ is called decomposing a signal into wavelet coefficients, and is a critical step in the processing of data with Haar wavelets. The reverse process is called recomposing a stgnal from its wavelet coefficients. In this case, vector $\mathbf{x}$ is known and used to find vector $\mathbf{b}$. For recomposing, simply perform the multiplication $A_{2} \mathbf{x}$. The matrix $A_{2}$ is called the Haar wavelet matrix for $n=2$.

## Problems

13. (a) Decompose the following signals into wavelet coefficients. Then recompose the signal from wavelet coefficients:

$$
\text { (i) }[3,7,-4,-6]^{T} \quad \text { (i2) }[14,44,-25,-25]^{T} \text {. }
$$

(b) Suppose $x_{1}, x_{2}, x_{3}$, and $x_{4}$ are the wavelet coefficients for the signal $[3,7,-4,-6]^{T}$ computed in (a). Plot the expression

$$
x_{1} \phi+x_{2} \psi+x_{3} \psi_{1,0}+x_{4} \psi_{1,1} .
$$

What do you get?

Since $B_{2}$ is a basis for $\mathbb{R}^{4}$, a unique solution to (1.3) is obtained for every $f$ in $V_{2}$. This gives the following theorem.

Theorem. Every function in $V_{2}$ can be written uniquely as a linear combination of $\phi . \psi_{1}, \psi_{1,0}$, and $\psi_{1,1}$.

In fact, $V_{2}$ is a vector space under pointwise addition and the standard scalar multiplication of functions.
14. What is the zero vector of $V_{2}$ ? What is the dimension of $V_{2}$ ? Explain why it is correct to say that the family of wavelets

$$
B_{2}=\left\{\phi, \psi, \psi_{1,0}, \psi_{1,1}\right\}
$$

is a basis of $V_{2}$. Note carefully that the same label is used for this basis $B_{2}$ as was used for the basis of $\mathbb{R}^{4}$ defined in problem 5 . This use of the same label for two different bases may be confusing at first. However, there is an identification between the elements of the two bases, so this use of notation is reasonable. It should be clear from the context exartly which basis we mean.
15. For each $n$, the set $V_{n}$ may also be considered a vector space. What is the dimension of $V_{3}$ ? Find a basis $B_{3}$ for $V_{3}$ using father, mother, and daughter wavelets. (See the note about labeling in problem 14.) Create the corresponding matrix $A_{3}$.
16. (a) Decompose the following signals obtained from functions in $V_{3}$ into wavelet coefficients:

$$
\text { i. }[3,7,-4,-6,14,44,-25,-25]^{T}
$$

$$
\text { ii. }[250,250,240,220,15,5,5,4]^{T}
$$

(b) Select one of the signals from (a). Let $x_{1}, x_{2}, \ldots, x_{8}$ be the wavelet coefficients for the signal computed in part (a). Plot

$$
\begin{aligned}
& \quad \begin{aligned}
& x_{1} \phi(t)+x_{2} \psi(t)+x_{3} \psi_{1,0}(t)+x_{4} \psi_{1,1}(t)+ \\
& x_{5} \psi_{2,0}(t)+x_{6} \psi_{2,1}(t)+x_{7} \psi_{2,2}(t)+x_{8} \psi_{2.3}(t) .
\end{aligned} \\
& \text { What do you get? }
\end{aligned}
$$

(c) Recompose both signals in (a) from their wavelet cocfficients.
17. What is the dimension of $V_{n}$ ? Find a basis $B_{n}$ for $V_{n}$ using father, mother, and danghter wavelets. (Sce the note abont labeling in problem 14.) What is the size of the matrix $A_{n}$ ? For which $m$ is the space $V_{n}$ isomorphic to the vector space $\mathbb{R}^{m}$ ?

### 1.6 THRESHOLDING AND COMPRESSION OF DATA

How does the use of wavelets save space in storing and transmitting data? When sending data electronically, each bit costs time and moncy. As a result, current rescarch is being conducted into how a given amonnt of infonmation can be stored and transmitted in as few bits as possible. As will be shown, for certain signals many of the wavelet coefficients are close to ol equal to zero. Through a method called thresholding [27], these coefficients may be modified so that the sequence of wavelct coefficients contains long strings of 0 's These long strings can be stored or sent electronically in much less space though a type of compression known as entropy coding.

In many situations, some of the information collected abont an object tells very little about it. For example, consider the signal obtained from sampling the function $f$ defined by $f(t)=\sin (20 t)(\ln (t))^{2}$ at 32 evenly spaced points in $[0,1]$. (Note: that the sampling is on $[0,1]$ is independent of the fart, that the support of the Haar wavelets is also [0,1]. All we are cloing is cleating a signal with 32 entrics. The interval itself is irsclevant.) A Maple plot of the graph of $f$ is shown in figure 1.5 . If $f$ is sampled at 32 points and plotted by comecting the points in sequence, figure 1.6 results.

This function exhibits more variation in its valucs close to $t=0$ than near $t=1$. To have enough data to represent the essence of this function, it is more important to capture this variation near $t=0$ than the lack of variation near $t=1$. How can this be accomplished?

By separating the data into 4 vectors (signals), cach with 8 entries, the data coul be decomposed into wavelet coefficients using the matinx $A_{3}$ from piohlem 15. (Separating the signal like this is artificial, but it does allow processing with a smaller matrix.) The 1 esulting vectors of wavelet coefficients are (entrics romided to the nearest thousandths)


Fig. 15 The function $f(t)=\sin (20 t)(\ln (t))^{2}$


Fig 16 Sampling $f(t)$ at 32 evenly spaced points

$$
\begin{aligned}
& {[2.086,3.478,1.597,0.620,-0.134,1.380,0.829,-0.168]} \\
& {[0.186,-0.058,-0.642,0.360,-0.470,-0.133,0.177,0.145]} \\
& {[-0.062,-0.158,-0.126,0.016,-0.026,-0.079,-0.018,0.026], \text { and }} \\
& {[-0.008,-0.007,0.007,-0.002,0.014,-0.005,-0.003,0]}
\end{aligned}
$$

Note that there are many wavelet coefficients that are quite small compared to others. In one sense, each coefficient indicates the extent of the "detail" about the whole picture that is contained by that particular picce of information. One can reasonably expect that little information will be lost if these small "detail" coefficients are ignored.

One way to ignore the small coefficients is through hard thresholding or keep or kill. In hard thresholding a tolcrance, $\lambda$, is selected. Any wavelet coefficient whose absolute valuc falls below that tolerance is set to 0 with the aim to introduce lots of 0 (which can be compressed) without losing significant detail. There is no easy way to choose $\lambda$, though clearly with a larger threshold more cocfficicuts are changed, introducing more error into the process.

To cxamine the effects of thresholding, let's process the coefficients in our example using a tolerance of 0.05 . Each coefficient whose absolute value is less than 0.05 is replaced with 0 . Recomposing a signal from these new coefficients gives us a string of 32 function values similar to the original signal. Figure 1.7 plots both the recomposed data and the original data. Note that there are two graphs plotted here. However, the graphs are so close it is nearly impossible to tell them apart.

Another way to ignore data is by soft thresholding. Again set a tolerance $\lambda$. If an entry is less than $\lambda$ in absolute value, set that entry equal to 0 . In addition, all other entries $d$ are replaced with

$$
\operatorname{sign}(d)||d|-\lambda|
$$

We can think of soft thresholding as performing a translation of the signal toward zero by the amount $\lambda$.

A third method is called quantale thresholdang. Select a percentage $p$ of entifes to be eliminated, and then set the smallest (in absolute value) $p$ percent of the entries to zero.

## Problems

18. Choose a function $f$ different from the example used above. In selecting your function, be sure to consider the criteria discussed in this section. Sample, process, perform hard thresholding, and then reprocess the sampled data to compare with the original.
(a) Explain why you chose the function you did.


Fig. 1.7 Graphs of the oliginal signal and the recomposed signal after hard thresholding with a tolerance of $\lambda=005$
(b) Sample your function at 32 cvenlv spaced points to obtain a signal, s. of length 32 .
(c) Break s into signals of length 8 and compute the wavelet coefficients using the wavelet matrix $A_{3}$.
(d) Use hard thresholding to introduce strmgs of zeros into your processed signal. Reprocess the resulting signal Experiment with different threshold levels and consider the number of zeros obtained in vour processed signal after the esholding compared with the accuracy of the reconstructed signal.
(c) Decide on a "best" threshold level. Explain why you feel your threshold level is "best". Be expheit about how you processed your data. Include all details!
19. Using the same signal $s$ as in problem 18, repeat the processing using $A_{2}$. (You will agann need to break $s$ into signals of smaller length. How long should these signals be if we use $A_{2}$ to process them?)
20. Using the same signal $s$ as in problem 18, repeat the processing using $A_{4}$.
21. Compare the results of problems 18 to 20 Which processing seems to give the "best" results? Explain why.
22. Read some of the referenced material or search the Internet and find information on lossless and lossy compression Explain the difference between the two.

The use of wavelets and thresholding scrves to process the original signal, but, to this point, no actual compression of data has occurred. One method used to compress data is Huffman entropy coding. In this method, an integer sequence $q$ is changed into a (hopefully) shorter sequence $e$, with the numbers in e being 8 -bit integers (i.c., between 0 and 255). The entropy coding table (table 1.1) shows how the conversion is made. Numbers 1 through 100, 105, and 106 are used to code strings of zeroes, while 101 through 104 and 107 through 254 code the non-zero integers in $q$.

The codes 101 through 106 are used for larger numbers or longer zero scquences. The idea is to use two or three numbers for coding, the first being a flag to signal that a large number or long zero sequence is coming. For example, a string of 115 zeroes would be coded by " 105115 ", and the number 200 would be coded as "101 200". To code a number larger than 256 and less than 65,536 , we first divide the number by 256 . Since $65,536=256^{2}$, the quotient must be less than 256 , and the remainder must be as well. In this way we can code these numbers with two 8 -bit ones. For example, to code 10000 , we first divide the number by 256 to get 39 with a remainder of 16. Then the coding would be "103 39 16 ". There is no provision for assigning a symbol to a number whose absolute value is greater than 65,535 .

To illustrate, consider the sugnal $[210,11,0,0,0,-55,4250,-5000]^{T}$. The first entry is coded as 101 210. The second is assigned the code 191 and the sixth is stored as 124. The third through fifth entries form a strmg of zeros that is coded as 3 . Since

$$
4250=16 \times 256+154 \text { and }-5000=-(19 \times 256+136)
$$

these cntrics are coded as "103 16154 " and "104 19136 " respectively. The new signal is $[101,210,191,3,124,103,16,154,104,19,136]^{T}$. Given that we began with a short signal, we should not expect to achieve any significant compression in this example. With long signals, however, like those arising from fingerprint images, the amome of space saved in this manner can be quite impressive.

## Problems

23. Use cntropy coding to compress the signal $q$ into another signal $e$, where

$$
\mathbf{q}=[-70,-40,1,0,0,0,0,0,0,34,2001,46,-34988,0,0,0,0,0]^{T}
$$

| Coding in <br> $\mathbf{e}$ | Value in q |
| :---: | :--- |
| 1 | string of one zero |
| 2 | string of two zeroes |
| 3 | string of three zeroes |
|  |  |
| 100 | string of 100 zeroes |
| 101 | number between 75 and 255, the exact number is next |
| 102 | number between -255 and -74, the absolute value of the exact <br> number is next |
| 103 | number between 256 and 65535, the exact number is next, <br> (transmitted as two 8-bit integers) |
| 104 | number between -65535 and -256, the absolute value of the exact <br> number (as two 8-bit integers) is next |
| 105 | string of zeroes between 101 and 255 zeroes, exact number is next |
| 106 | string of zeroes between 256 and 65535 zeroes, exact number is <br> next (as two 8-bit integers) |
| 107 | -73 |
| 108 | -72 |
| 109 | -71 |
| . |  |
| 179 | -1 |
| 180 | not used, use 1 instead |
| 181 | 1 |
| $\cdot$ |  |
| 253 | 73 |
| 254 | 74 |

Table 1.1 Entiopy Coding Table

Entropy coding is used to code information more efficiently [36]. A coding table, such as the one in table 1.1, is designed so that the numbers that one expects would appear most often in $q$ need the least amount of space in $e$. Table 1.1 was designed based on the assumption that $q$ will mostly be made up of integers between -73 and 74 , and strings of up to 100 zcioes. Although integers smaller than -73 and larger than 74 could appcar, along with strings of more than 100 zeroes, they won't appear often, so the codes that need two numbers are reserved for those situations. This is similar to Morse code where the letters that appear most often in English words, such as E, T, I, A, and N are represented by only one or two symbols, while less used letters, such as $\mathrm{X}, \mathrm{Z}$, and Q , take four symbols.

### 1.7 THE FBI WAVELET/SCALAR QUANTIZATION STANDARD

The FBI has utilized wavelets to compress the digitized fingerprint images discussed in section 1.2. The method used by the FBI is referred to as the wavelet/scalar quantization (WSQ) standard, and is part of the Integrated Automated Fingerprint Identification System. According to the FBI:

> "The Fedeıal Bureau of Investigation's (FBI's) Integrated Automated Fingerprint Identification System (IAFIS) is being developed to sustain the FBI's mission to provide identification services to the nation's law enforcement community and to organizations where criminal background histories are a critical factor in consideıation for employment. The IAFIS will serve the FBI well into the twenty-first century and represents a quantum leap in communications, computing, and data storage and retrieval technologies." [3]

The basic steps used to compress fingerprints by the FBI are:

1. Digitize the source inage into a signal $s$ (a string of numbers).
2. Decompose the signal into a sequence of wavelct cocfficients $\mathbf{w}$.
3. Use thresholding to modify the wavelet coefficients from $w$ to another sequence $\mathbf{w}^{\prime}$.
4. Use quantization to convert $\mathbf{w}^{\prime}$ to a sequence $\mathbf{q}$.
5. Apply entropy coding to compress $q$ into sequence e.

The following example will demonstrate how this process works. The first step to compress fingerprints was discussed in section 1.2. Suppose we have a signal

$$
s=[146,134,140,140,45,41,44,2]^{T}
$$

One special characteristic: of this sequence is that it contains subsequences with entrics whose values are close to each other and it exhibits big jumps in values in other places, which makes it idcal for an application of wavelets.

Using the ideas from section 15 , decompose the signal into wavelet coefficients using the Haar wavelets. Since the signal has length 8 , use $A_{3}$ to solve the linear system $A \mathbf{x}=\mathbf{b}$ to obtain the solution

$$
\mathrm{w}=[86.5,53.5,0,10,6,0,2,21]^{T}
$$

The third step is to apply thresholding, as described in section 1.6 , to modify $\mathbf{w}$. This is often thought of as filtering out some of the "noise" in the signal. Apply quantile thresholding with $p=35$ (to insure $35 \%$ of the signal consists of 0 s ), to obtain

$$
\mathbf{w}^{\prime}=[86.5,53.5,0,10,6,0,0,21]^{T} .
$$

If hard thresholding with $\lambda=11$ is applied instead, the result is

$$
\mathbf{w}^{\prime}=[86.5 .53 .5,0,0,0,0,0,21]^{T}
$$

The fourth step in the plocess is quantization, a procedure which changes the sequence of floating-point numbers $\mathbf{w}^{\prime}$ to a sequence of integers $\mathbf{q}$. For our work, each integer $z$ must satisfy $-65535 \leq z \leq 65535$. The simplest form of quantization is to simplv round to the nearest integer. Another possibility is to multiply each number in $\mathbf{w}^{\prime}$ by some constant $k$ and then apply rounding. More sophisticated quantization methods are also available, including the method used by the FBI [3]. Quantization is called lossy because it introduces error into the process, since the conversion from $w^{\prime}$ to $\boldsymbol{q}$ is not a one-to-one function. (Note that thecsholding is also lossy.)

Returning to our example, let's use hard thresholding with $\lambda=11$ followed by simple quantization with $k=2$. The resulting sequence is

$$
\mathrm{q}=[173,107,0,0,0,0,0,42]^{T}
$$

Applying entropy coding to q. we see that 173 is coded as "101 173 ", 107 becomes "101 107", and 42 changes to "222". The string of five zerocs is converted to " 5 ". So, on final code is

$$
e=[101,173,101,107,5,222]^{T}
$$

In this example e is $25 \%$ shorter than our original signal s, yielding a compression ratio of 4:3. Aftel compression, every number in e can be converted to an 8-bit binary mumer. This last strmg, e, contains information that can be used to create a signal that is very close to our original signal s but can be stored in less spaco

Although the process used by the FBI is more complicated than what was just described, the basic idea is the same. One significant difference is that the FBI processes a matiox of data from an image rather than from the onedhmensional signal s As a lesult, the FBI uses a wavelet family that has two father and two mother wavelets These symmetric brorthogonal wavelets,


Fig. 1.8 An FBI-digitized left thumb fingerpint The image on the left is the original the one on the right is reconstructed from a 261 compression (Courtesy of Chris Brislawn, Los Alamos National Laboratory).
which were developed by Cohen, Daubechics, and Feauveau [4], are beyond the scope of this book. (The interested reader is referred to [10], p. 259.)

For the process used by the FBI, cach compressed image carrics a tag with the compression rate for that image. The IAFIS is designed to allow for images to be compressed by WSQ at different compression rates. This is useful since an image of a "pinkic" will likely contain more white space (and consequently more zeros in the signal) than a thumb print image. This adaptive compression enables a typical little finger print to be preserved at a highes compression rate than a thumb print

The effectiveness of the algorithm just, discussed can be seen through an example. Figure 1.8 shows an FBI-digitized left thumb fingerprint and the result of a $26: 1$ compression of this thmmbprint. The small details such as ridge endings and ridge textures are preserved. This image can be retricved by anonymous FTP at

> ftp://ftp.c3.lanl.gov/pub/WSQ/print_data/

## Problems

24. Consider the function $f$ defined by $f(t)=e^{\left(-t^{2}\right)}$.
(a) Sample $f$ at 16 uniformly spaced points on $[0,2]$. Construct a signal from this data. (Note that we are sampling on $[0,2]$ even thongh onir wavelcts are defined only on $[0,1]$. Explain why this does not pose a problem.)
(b) Piocess the data with Haar wavelets to obtain wavelet cocfficients. Choose your own matrix $A$, when processing. You may want to experiment with different values of $i$.
(c) Sclect a thresholding method and a threshold level and climinate some of the processed data. Again, experiment with different:
threshold levels to achieve a reasonably accurate reconstruction of the original signal.
(d) Compress the data using steps 1 through 5 discussed in this section. Discuss the amount of compiession achieved versus the quality of the graph reconstructed from the compressed data.
(c) Decide on a "best" level of compression and explain why you feel your chosen level is the best you can achicve.
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## 2

## Wavelets and Orthogonal Decompositions

### 2.1 A LEGO WORLD

In chapter 1, wavelets and their applications were introduced, as were the vector spaces $V_{n}$ of functions with compart support of $[0,1]$ which are constant on intervals of length $2^{-n}$. For each $V_{n}$, there is a basis, $B_{n}$, made up of Haar wavelets. Now we are prepared for a more in-depth investigation of the mathematic's that drives wavelet theory.

1. A good way to "get your hands dirty" at this point is to get a box of Legos building blocks. (Sec [8] for an intriguing article about these toys.) Create, as accurately as you can. the graphs of the following functions on the interval $[0,1]$.
(a) $f_{1}(t)=\sin (t)$
(b) $f_{2}(t)=t^{2}$
(c) $f_{3}(t)=e^{t}$
(d) $f_{4}(t)=\sqrt{t}$

This activity gives vou a sense of what it means to appoximate continuous functions with piecewise constant functions.

Problem 1 illustrates an important idea that will be cncountered in this chapter. The spaces $V_{n}$ contain only a few contimons functions. However, when we look at the functions in these spaces for larger and larger values of $n$, we see some functions that appear to be almost contimous. In fact, many of these functions begin to look like ones that are produced by a graphing calculator. By using functions in these spaces $V_{n}$, we will be able to approximate continuous functions much like our calculators do, but with even better accuracy. To make these ideas more concrete, let's examme the spaces $V_{n}$ in more detail.

Before discussing the notion of approximating one function by another, the idea of "distance" between functions needs to be defined. This is done in $V_{n}$ using an inner product. For any two functions $f$ and $g$ in $V_{n}$, the inner product of $f$ and $g$ is defined as

$$
\begin{equation*}
\langle f, g\rangle=\int_{0}^{1} f(t) g(t) d t \tag{2.1}
\end{equation*}
$$

Using this inner product, length and distance can be defined. In particular, the length or norm of a function $f$ in $V_{n}$ is

$$
\|f\|=\sqrt{\langle f, f\rangle}=\sqrt{\int_{0}^{1}(f(t))^{2} d t}
$$

and the distance between functions $f$ and $g$ is defined to be

$$
\|f-g\|=\sqrt{\int_{0}^{1}(f(t)-g(t))^{2} d t}
$$

(For more information about inner products, sec appendix A.)

## Problems

2. Compute the following inmer products:
(a) $\langle t, \phi(t)\rangle$
(b) $\left\langle\psi_{1,0}(t), \psi_{1,1}(t)\right\rangle$
3. Compute the following norms:
(a) $\left\|\psi_{1,0}(t)\right\|$
(b) $\left\|\psi_{2,1}(t)\right\|$
4. Prove or disprove: $\phi$ and $\psi_{1.0}$ are orthogonal in $V_{2}$ using the imner product (2.1). (Recall that two vectors $\mathbf{u}$ and $\mathbf{v}$ in an inner product space are orthogonal if $\langle\mathbf{u}, \mathbf{v}\rangle=0$.)
5. We saw in chapter 1 that $\left\{\phi, \psi, \psi_{1,0}, \psi_{1,1}\right\}$ is a basis for $V_{2}$. Prove that this basis is an orthogonal basis, but not an orthonormal basis. (Recall
that two vectors $\mathbf{u}$ and $\mathbf{v}$ in an inner product space are orthonormal if ther are orthogonal and $\|\mathbf{u}\|=\|\mathbf{v}\|=1$.)

Due to the inner product on $V_{n}$, this vector space is referred to as an inner product space. Another example of an inner product space that uses the inner product (2.1) is $L^{2}([0,1])$. This is the vector space of all functions

$$
f:[0,1] \rightarrow \mathbb{R}
$$

such that

$$
\|f\|=\sqrt{\int_{0}^{1}(f(t))^{2} d t}
$$

is finite.

## Problems

6. Prove that $t^{-1 / 4} \in L^{2}([0,1])$ and that $t^{-1 / 2} \notin L^{2}([0,1])$.
7. In chapter 1 we made the connection between a function $f$ in $V_{n}$ and a signal or vector $s$ in $\mathbb{R}^{m}$, where $m=2^{n}$. Let $s$ be a vector in $\mathbb{R}^{m}$, and $f$ the corresponding function in $V_{n}$. Show that

$$
\|f(t)\|=\frac{\sqrt{\mathbf{s} \mathbf{s}}}{2^{n}}
$$

Conclude that every function $f$ in $V_{n}$ is also in $L^{2}([0,1])$.
8. Prove that, for every $n, V_{n}$ is a subspace of $L^{2}([0,1])$.

Since $L^{2}([0,1])$, along with each $V_{n}$, is an inner product space, all of the facts that are known about inner product spaces can be applied. One particularly important result is the following.

The Orthogonal Decomposition Theorem. If $W$ is a finite-dimensional subspace of an imer product space $V$, then any $v \in V$ can be written uniquely as $\mathbf{v}=\mathbf{w}+\mathbf{w}_{\perp}$, where $\mathbf{w} \in W$ and $\mathbf{w}_{\perp} \in W^{\perp}$. (This theorem can be represented by $V=W \oplus W^{\perp}$.)

This theor cm is used in the following way: suppose we have an inner product space $V$ and a subspace $W$ with an orthogonal basis $\left\{w_{1}, w_{2}, \ldots, w_{k}\right\}$. Further, suppose that $v \in V$. Then $w$, as described in the Orthogonal Decomposition Theorm, is the vector

$$
\mathbf{w}=\frac{\left\langle\mathbf{v}, \mathbf{w}_{1}\right\rangle}{\left\langle\mathbf{w}_{1}, \mathbf{w}_{1}\right\rangle} \mathbf{w}_{1}+\frac{\left\langle\mathbf{v}, \mathbf{w}_{2}\right\rangle}{\left\langle\mathbf{w}_{2}, \mathbf{w}_{2}\right\rangle} \mathbf{w}_{2}+\ldots+\frac{\left\langle\mathbf{v}, \mathbf{w}_{h}\right\rangle}{\left\langle\mathbf{w}_{h}, \mathbf{w}_{h}\right\rangle} \mathbf{w}_{k}=\sum_{i=1}^{h} \frac{\left\langle\mathbf{v}, \mathbf{w}_{i}\right\rangle}{\left\langle\mathbf{w}_{i}, \mathbf{w}_{i}\right\rangle} \mathbf{w}_{2}
$$

To find $w_{\perp}$, simply compute $w_{\perp}=\mathbf{w}-\mathbf{v}$. The vector $\mathbf{w}$ is called the orthogonal projection of $\mathbf{v}$ onto $W$. The vector $w_{\perp}$ is called the residual. (Note: when this theorem is used in this text, sometimes $V$ is $L^{2}([0,1])$ and sometimes is it is one of the wavelet spaces $V_{n}$.)
9. Determine the orthogonal projection of $h(t)=t$ onto $V_{2}$, using the basis $B_{2}$. Label your result $f(t)$, sketch a graph of $f(t)$, and sketch a graph of the residual, $h(t)-f(t)$.

As shall be shown, creating functions with Legos is analogous to dividing a function into two pieces … one (the orthogonal projection) that belongs to some wavelet space $V_{n}$ and another (the residual) that belongs to $V_{n}^{\perp}$ and then discarding the second picce.

### 2.2 THE WAVELET SONS

In chapter 1 , vectors in $\mathbb{R}^{m}$ were identified with functions in $V_{n}$, where $n=2^{m}$. This identification led to using the same notation for the corresponding bases

$$
B_{2}=\left\{\left[\begin{array}{l}
1 \\
1 \\
1 \\
1
\end{array}\right],\left[\begin{array}{c}
1 \\
1 \\
-1 \\
-1
\end{array}\right],\left[\begin{array}{c}
1 \\
-1 \\
0 \\
0
\end{array}\right],\left[\begin{array}{c}
0 \\
0 \\
1 \\
-1
\end{array}\right]\right\}
$$

for $\mathbb{R}^{4}$ and

$$
B_{2}=\left\{\phi, \psi, \psi_{1,0}, \psi_{1,1}\right\}
$$

for $V_{2}$. We will continue with this use of notation. It should be clear from the context, however, which basis is meant.

As was proved in problem 5 of this chapter, $B_{2}$ is an orthogonal basis for $V_{2}$. This basis consists of the father and mother wavelets, and the two daughters of the first generation. The next two sections will demonstrate how this basis arises from the Orthogonal Decomposition Theorem.

There is another basis of wavelets that is natural to consider. Recall that in chapter $1, S_{2}$ was defined to be the standard basis for $\mathbb{R}^{4}$ (see problem 4, chapter 1). There must be a basis for $V_{2}$ consisting of functions corresponding to these standard unit vectors. This basis is called $S_{2}$ as well. It is not difficult to sec that this $S_{2}$ contains the functions $\phi_{2,0}, \phi_{2,1}, \phi_{2,2}$, and $\phi_{2,3}$ defined by

$$
\begin{array}{ll}
\phi_{2,0}(t)=\phi\left(2^{2} t\right) & \phi_{2,2}(t)=\phi\left(2^{2} t-2\right) \\
\phi_{2,1}(t)=\phi\left(2^{2} t-1\right) & \phi_{2,3}(t)=\phi\left(2^{2} t-3\right)
\end{array}
$$

You will investigate these basis functions in the next problems.

## Problems

10. Verify the identifications between the two bases $S_{2}$ as defined in the preceding paragraph.
11. Use a CAS to plot the four functions in $S_{2}$. Explain how their graphs are related to the graph of $\phi$.
12. Write $\phi$ as a linear combination of the elements of the basis $S_{2}$.
13. Graph the linear combination

$$
2 \phi_{2.0}-3 \phi_{2,1}+17 \phi_{2,2}+30 \phi_{2,3} .
$$

Using the fainily analogy, these functions, $\phi_{2,0}, \phi_{2,1}, \phi_{2,2}, \phi_{2,3}$, are called the wavelet sons. In particular, these functions contained in $S_{2}$ are the second generation of sons. Now, theic are two different bases for the wavelet space $V_{2}$ : a basis of parents and daughters, and a basis of sons.

As in chapter 1 , further gencrations can be defined by replacing the power of 2 with $n$. In general, for each positive integer $n$ we define,

$$
\phi_{n . h}(t)=\phi\left(2^{n} t-k\right)
$$

for $0 \leq k \leq 2^{n}-1$. Note the similarity to the definition of $\psi_{n, k}(t)$ in (1.2). For a given $n$, we will let $S_{n}$ denote the set of $2^{n}$ functions $\left\{\phi_{n, h}\right\}_{h=0}^{2^{n}-1}$ As was seen for $S_{2}$, it is true that that $S_{n}$ forms a basis for the inner product space $V_{n}$. The subsequent problems continue to explore the wavelet sons.

## Problems

14. Plot some of the functions $\phi_{n, h}$.

Maple Hint: As in chapter 1, a loop may be used to define $\phi_{n, h}$. Here is an example for $n=2$ :

```
> n := 2;
for k from 0 to 2^n-1 do
> phi.n.k := phi(2^n*t-k):
> od:
```

15. (a) Write $\phi$ as a linear combination of the elements of $S_{1}$.
(b) Write each of the clements of $S_{1}$ as linear combinations of the clements of $S_{2}$.
(c) Conclude from (a) and (b) that

$$
\Phi(t)=\phi(2 t)+\phi(2 t-1) .
$$

(Note: This is a specific example of an important property of the father wavelet, namely that $\phi(t)$ satisfies a dilation equation, which is an equation of the form

$$
\phi(t)=\sum_{k=-\infty}^{\infty} c_{h} \phi(2 t-k)
$$

In the case of the Haar wavelets, $c_{0}=c_{1}=1$, and all other coefficients are 0 . This equation will be investigated further when we study other wavelet families in chapter 3.)
16. For every function in $S_{3}$, determine the vector in $\mathbb{R}^{8}$ that corresponds to it.
17. Write $\phi_{2,0}$ as a lincar combination of the elements of $S_{3}$.
18. Write a short essay on the following statement: "The functions in $S_{n}$ form a basis for the vector space of all piccewise constant functions on $[0,1]$ that have possible breaks at the points

$$
2^{-n}, 2 \cdot 2^{-n}, 3 \cdot 2^{-n}, \ldots,\left(2^{n}-1\right) \cdot 2^{-n} .
$$

19. Recall that we can view a string of data as a piecewise constant function obtained by partitioning $[0,1]$ into $2^{n}$ subintervals, where $2^{n}$ represents the number of sample points. Suppose we collect the following data: $[10,13,21,55,3,12,4,18]$.
(a) Explain how this data may be used to define a piecewise constant function $f$ on $[0,1]$.
(b) Express $f$ as a lincar combination of suitable functions $\phi_{n, k}$.
(c) Plot this linear combination to verify that it coresponds to $f$.
20. Prove or disprove: for each $n, S_{n}$ is an orthogonal basis for $V_{n}$.
21. Graph $\phi(2 t-k)$ for three values of $k$ other than 0 and 1 . How are these graphs different from the graphs of the sons and daughters we have seen so far?

### 2.3 SIBLING RIVALRY: TWO BASES FOR $V_{n}$

An important observation to make at this point is, given the vector space $V_{n}$ with natural basis $S_{n}$, for any integer $n \geq 0$, the collection of immer product spares $\left\{V_{n}\right\}$ forms a nested sequence of subspaces. That is,

$$
\begin{equation*}
V_{0} \subseteq V_{1} \subseteq V_{2} \subseteq \cdots . \tag{2.2}
\end{equation*}
$$

This sequence is pat of what is called a multeresolution analysis, which will be studied in greater detail in chapter 3 .

## Problems

22. Explain why $V_{1} \subseteq V_{J}$, if $\imath<j$.
23. Which of the problems in section 2.2 demonstate the structure described by (2.2)?

There is an important connection between orthogonality and the wavelet daughters. In the problems and discussion which follow, we will investigate how the space $V_{1}$ can be viewed in terms of $V_{0}$ and then see how the basis $B_{2}$, which was introduced somewhat arbitrarily in chapter 1 , arises from the standard basis.

Since $V_{0}$ is a subspace of $V_{1}$. the Orthogonal Decomposition Theorem can be used to write each function $h \in V_{1}$ as $h=f+g$, where $f \in V_{0}$ and $g \in V_{0}^{\perp}$, that is.

$$
\begin{equation*}
V_{1}=V_{0} \oplus V_{0}^{\perp} \tag{2.3}
\end{equation*}
$$

As an example, the projection of $\phi_{10} \in S_{1}$ onto $V_{0}$ is

$$
\frac{\left\langle\phi_{1.0}, \phi\right\rangle}{\langle\phi, \phi\rangle} \phi=\frac{1}{2} \phi
$$

as given be the Orthogonal Decomposition Theorem. The graph of this projection is shown in figme 21.

The residual in this case, namely the projection onto $V_{0}^{\perp}$, is the difference

$$
\Phi_{1.0}-\frac{1}{2} \phi=\frac{1}{2} \psi .
$$

The graph of the residual is shown in figure 2.2.

## Problems

24. (a) Determine the projection of $\phi_{1.1}$, the other element of $S_{1}$, onto $V_{0}$. Sketch the 1 csult.
(b) Calculate the residual for $\phi_{1.1}$ and sketch the result.
(c) Write each of the elements of $S_{1}$ (which are in $V_{1}$ ) as a sum of a function in $V_{0}$ and a function in $V_{0}^{\perp}$.


Fig. 2.1 Projection of $\phi_{1,0}$ onto $V_{0}$


Fig. 2.2 Residual of $\phi_{1,0}$ onto $V_{0}$

Note that $V_{1}$ has dimension 2, and that. $V_{0}$ has dimension 1. By (2.3), $V_{0}^{\perp}$ must be one-dimensional. Further, the residuals of both $\phi_{1.0}$ and $\phi_{1,1}$ are scalar multiples of $\psi$. This shows that $\{\psi\}$ is a basis for $V_{0}^{\perp}$ and arises, via orthogonality, from the basis $S_{1}$. Note that $\psi$ is, in fact, an element of $V_{1}$ and is orthogonal to everything in $V_{0}$.

As a result, we have another basis for $V_{1}$. Since $S_{0}=\{\phi\}$ is a basis for $V_{0}$ and $C_{0}=\{v \cdot\}$ is a basis for $V_{0}^{\perp}$, it follows from the Orthogonal Decomposition Theorem that

$$
B_{1}=S_{0} \cup C_{0}=\{\phi, \psi\}
$$

is a basis for $V_{1}$.

## Problems

25. Prove that $C_{1}=\left\{\psi_{1 . h} \mid \psi_{1 . h}(t)=\psi(2 t-k), k=0,1\right\}$ is a basis for $V_{1}^{\perp}$. Use the basis $B_{1}=S_{0} \cup C_{0}$ for $V_{1}$ to create a new basis for $V_{2}$. Where have we seen this basis before?

Since the set $S_{2}$ of wavelet sons in $V_{2}$ corresponds to the standard basis of $\mathbb{R}^{4}$, it might seem that these wavelets are the "best" with which to work. As we have seen, though, the basis $S_{2}$ just reads off the constant values of functions in $V_{2}$. This does not help us compress the information contained in these functions. However, the Orthogonal Decomposition Theorem shows that the familiar basis $B_{2}=\left\{\phi, \psi, \psi_{1,0}, \psi_{1.1}\right\}$ arises quite naturally from $S_{2}$ (see problem 25).

This construction can be repeated for any value of $n$. Since $V_{n}$ is a subspace of $V_{n+1}$, it follows that $V_{n+1}=V_{n} \oplus V_{n}^{\perp}$. As in problem 25 , we can create a basis $C_{n}$ of $V_{n}^{\perp}$ by

$$
C_{n}=\left\{\psi_{n . k} \mid \psi_{n . h}(t)=\psi\left(2^{n} t-k\right), k=0,1, \ldots, 2^{n}-1\right\} .
$$

Procceding inductively, and using the basis $B_{n}$ of $V_{n}$, it follows that

$$
B_{n+1}=B_{n} \cup C_{n}
$$

is a basis for $V_{n+1}$. In general,

$$
\begin{align*}
V_{n} & =V_{n-1} \oplus V_{n-1}^{\perp} \\
& =\left(V_{n-2} \oplus V_{n-2}^{\perp}\right) \oplus V_{n-1}^{\perp} \\
& =\cdots \\
& =V_{0} \oplus V_{0}^{\perp} \oplus V_{1}^{\perp} \oplus \cdots \oplus V_{n-1}^{\perp} . \tag{2.4}
\end{align*}
$$

This explains how the basis $B_{n}$ is constructed from the "standard" basis $S_{n}$. As shown in chapter 1 , the basis $B_{n}$ is the one that supplies the wavelet coofficients.

## Problems

26. List the functions in $B_{3}$ and $B_{4}$. (Note: Recall problems 15 and 17 in chapter 1.)
27. Write $\phi_{2,0}$ as a linear combination of the elements of $B_{3}$.
28. Explain the comnection between problem 27 and (2.2).
29. As we have just seen, the basis $B_{2}$ for $V_{2}$ arises through the decomposition $V_{2}=V_{0} \oplus V_{0}^{\perp} \oplus V_{1}^{\perp}$. Compute the inner products of all pairs of basis elements in $B_{2}$. What kind of a basis is $B_{2}$ ? Why could this be useful? Explain.

Any function in $V_{n}$ can now be expressed in two ways. If we favor the sons, then elements of $V_{n}$ may be witten as linear combinations of the functions in $S_{n}$. If, instead, we prefer to use the parents and daughters, then the result that

$$
V_{n}=V_{0} \oplus V_{0}^{\perp} \oplus V_{1}^{\perp} \oplus \cdots \oplus V_{n-1}^{\perp}
$$

enables us to express functions in $V_{n}$ as linear combinations of the functions in $B_{n}$. What has been gained fiom this sibling rivalry?

### 2.4 AVERAGING AND DIFFERENCING

Part of what results from the work in the previous section is a better understanding of the meaning of wavelet cocfficients. In chapter 1, these coefficients arose from the solution to the linear equation $A \mathbf{x}=\mathbf{b}$. In this section, we will view these coefficients in terms of averages and differences, which will set the stage for a later discussion of filters. The following problems serve to introduce this approach.

## Problems

30. The signal $[50,16,14,28]^{T}$ represents a piecewise constant function in $V_{2}$ that can be witten as

$$
v=50 \phi_{2.0}+16 \phi_{2,1}+14 \phi_{2,2}+28 \phi_{2,3} .
$$

Definc another element of $V_{2}$ by

$$
u=33 \phi_{1,0}+21 \phi_{1,1}+17 \psi_{1,0}-7 \psi_{1,1} .
$$

Use each of the approaches below to show that $v=u$.

Method 1: Recall that $V_{2}=V_{1} \oplus V_{1}^{\perp}$ and that $\left\{\phi_{1.0}, \phi_{1,1}\right\}$ is a basis for $V_{1}$. In addition, remember that in problem 25 , we saw that $\left\{\psi_{1,0}, \psi_{1,1}\right\}$ is a basis for $V_{1}^{\perp}$.
(a) Use the Orthogonal Decomposition Theorem to find the projection of 1 onto $V_{1}$.
(b) Hence, find vectors $v_{1} \in V_{1}$ and $v_{1_{\perp}} \in V_{1}^{\perp}$ so that $v=v_{1}+v_{1_{\perp}}$.
(c) Note the coefficients of $\tau_{1}$ and $v_{1_{\perp}}$ in terms of the bases for $V_{1}$ and $V_{1}^{\perp}$ that were given.

Method 2: View all of the vectors in this problem as elements of $\mathbb{R}^{4}$. Make sure you understand why

$$
S_{2}=\left\{\phi_{2,0}, \phi_{2.1}, \phi_{2.2}, \phi_{2.3}\right\}
$$

and

$$
D=\left\{\phi_{1,0}, \phi_{1,1}, \psi_{1,0}, \psi_{1,1}\right\}
$$

each correspond to a basis for $\mathbb{R}^{4}$. With respect to $S_{2}$, the coefficients of $v$ are $[50,16,14,28]$. Use a change-of-basis inatrix to find coefficients for $v$ in terms of the basis $D$. What vector results?
31. Comment on the connection between the two methods in problem 30.

Note that something interesting happens in problem 30. The first coefficient (33) in $u$ is the average of the first two coefficients (50 and 16) in $v$. The second coefficient (21) in $u$ is the average of the second pair of coefficients ( 14 and 28) in $v$. The third cocfficient (17) in $u$ is the difference between 50 and 33 and the fourth coefficent ( -7 ) in $u$ is the difference between 14 and 21.

## Problems

32. Using either method from the pievious problem, express

$$
33 \phi_{1.0}+21 \phi_{1.1}
$$

in $V_{1}$ as a lmear combination of $\phi=\phi_{0.0}$ and $\psi=\psi_{0.0}$ in $V_{0} \oplus V_{0}^{\perp}$. Does the same avelaging and differencing pattem hold?
33. Explain why ${ }^{2}$ fiom problem 30 mav also be written as

$$
27 \Phi+6 \psi+17 \psi_{1.0}-7 \psi_{1,1}
$$

in $V_{0} \oplus V_{0}^{\perp} \oplus V_{1}^{\perp}$.

Note that in the final decomposition, $27 \phi+6 \psi+17 \psi_{1,0}-7 \psi_{1,1}$, the first coefficient is the overall average of the coefficients of the original linear combination $50 \phi_{2,0}+16 \phi_{2,1}+14 \phi_{2,2}+28 \phi_{2,3}$, and the other coefficients are determined by computing the differences between successive averages and certain coefficients (and perhaps by dividing by 2). The process of finding these differences is also known as detailing.

The problems above demonstrate a general principle of wavelets. A member $v$ of $V_{n+1}$ can be written as a linear combination of the vectors in the standard basis. The projection of $v$ onto $V_{n}$ has new coefficients which are averages of original coefficients, while the cocfficients of the residual of the projection are differences of the original coefficients. Repeating this process yields averages of the averages, and differences of the averages, and ultimately, the wavelet coefficients are created from this combination of averaging and differencing [26].

The cocfficients in $27 \phi+6 \psi+17 \psi_{1,0}-7 \psi_{1,1}$ are the wavelct coefficients of the original string because they are the coefficients of $v$ with respect to the basis $B_{2}$. This time, though, they arise from various applications of averaging and differencing, rather than as cutries in a column vector. This has important implications when considering an application such as image processing. If a certain area of a picture has constant intensity, computing differences (or differences of averages) will result in lots of zeros. As seen in chapter 1, this leads to effective data compression. Further, by thinking of wavelet coefficients in this way, we can develop other ways to study and compute them. Filters are one such approach which will be discussed in chapter 3.

of averaging and differencing. The following steps will guide you.
(a) The first transformation converted $v$ in problem 30 to $u$. If we represent a generic vector $v$ by $v=v_{1} \phi_{2,0}+v_{2} \phi_{2,1}+v_{3} \phi_{2,2}+v_{4} \phi_{2,3}$, then what would be the formula for $u$ in temms of the $v_{i}$ ?
(b) What would be the formula for the final decomposition (from problem 33) in terms of the $v_{1}$ ?
(c) Use these results to create $M_{4}$. How is $M_{4}$ related to $A_{2}$ from chapter 1?
35. Let $v \in V_{2}$ be given by

$$
v=10 \phi_{2,0}-12 \phi_{2.1}+7 \phi_{2,2}+19 \phi_{2,3}
$$

Find wavelet coefficients so that

$$
v=x_{1} \phi+x_{2} \psi+x_{3} \psi_{1,0}+x_{4} \psi_{1,1}
$$

is in

$$
V_{0} \oplus V_{0}^{\perp} \oplus V_{1}^{\perp} .
$$

For each of the four coefficients, explain how the averaging or differencing of the four numbers $10,-12,7.19$ leads to the coefficent.
36. Write a paragraph explaining how $M_{4}$ can be understood as a change-of-basis matrix.
37. Data is often stored in groups of 8 . As in the previous problems, find a matrix $M_{8}$ that will perform the operations of averaging and differencing on an 8 by 1 column matrix. How is $M_{8}$ related to $A_{3}$ from chapter 1?
38. Use $M_{8}$ to find the wavelet coefficients for the signal

$$
[80.48,4,36,28,64,6,50]^{T} .
$$

### 2.5 PROJECTING FUNCTIONS ONTO WAVELET SPACES

In this section, the ideas of Legos, orthogonal projections, and averaging and differencing are combined to create some interesting graphs. A good way to sce these concepts together is through the following problem: given that the function $h$ defined by $h(t)=8 t$ is in $L^{2}([0,1])$, and $V_{2}$ is a subspace of $L^{2}([0,1])$, determine the orthogonal projection of $h$ onto $V_{2}$ using the basis $B_{2}$. How are the wavelet coefficients computed in this problem related to $h$ ?

The Orthogonal Decomposition Theorem shows that the projection of the function $h(t)=8 t$ onto $V_{2}$ is found $b y$
$\frac{\langle h, \phi\rangle}{\langle\phi, \phi\rangle} \phi+\frac{\langle h, \psi\rangle}{\left\langle v^{\prime}, \psi^{\prime}\right\rangle} v^{\prime}+\frac{\left\langle h, \psi_{1,0}\right\rangle}{\left\langle\psi_{1.0}, \psi_{1.0}\right\rangle} \psi_{1.0}+\frac{\left\langle h, \psi_{1,1}\right\rangle}{\left\langle\psi_{11}^{\prime}, \psi_{1.1}\right\rangle} \psi_{1,1}=4 \phi-2 \psi-\psi_{1,0}-\psi_{1,1}$.
The graph of $h$ and its projection onto $V_{2}$ are shown in figure 2.3.
An important point to recognize here is that the projection of $h$ can be viewed as the signal obtained from sampling $h$ at the midpoints of the quarter intervals (as discussed in section 1.6). The projection of $h$ is identified with the signal

$$
\left[h\left(\frac{1}{8}\right), h\left(\frac{3}{8}\right), h\left(\frac{5}{8}\right), h\left(\frac{7}{8}\right)\right]=[1,3,5,7] .
$$

The wavelet coefficients of this projection, namely $4,-2,-1$, and -1 , arise from processing this signal as discussed in chapter 1. Recall the process: average the components of the signal in pairs, compute differences, then repeat. From this perspective, we can sce that projecting onto the spaces $V_{n}$ brings us back to the averaging and differencing we saw carlier.


Fig. 2.3 Graphs of $8 t$ and the projection of $8 t$ onto $V_{2}$
39. Determine and graph the residual $g(t)=h(t)-f(t)$ for $h(t)=8 t$.
40. Develop formulas for the wavelet coefficients of the projection of $h(t)=8 t$ onto $V_{2}$ in terms of the average or difference of values of $h$.

From the previous example, we see that, while $h$ lives in "the world of $L^{2}([0,1])$," its orthogonal projertion $f$ lives in "the Lego world," and that wavelet cocfficients arise when the orthogonal projection is computed from averaging and differencing certain values of $h$. In the following exercises, we explore cases where $h$ is nonlinear.

## Problems

41. Using the wavelets bases $B_{2}, B_{3}$, and $B_{4}$, determine and graph the projections of the following functions on $V_{2}, V_{3}$, and $V_{4}$.
(a) $\sin (t)$
(b) $t^{2}$
(c) $e^{t}$
(d) $\sqrt{t}$
(Note vou may wish to mmericallv approximate some of your integrals to save time ) What happens to the piojections as you move from $V_{2}$ to $V_{3}$. and then to $V_{4}$ ?
42. Compare your results from 41 (a) with sampling the sine function. At what points is this function being "sampled"? Develop formulas for the wavelet coefficients that you determined in terms of the average or difference of certain values of $\sin (t)$
43. Write a short essay comparing your work in this section to one other application of orthogonal projections (c.g. Fourier series, regression lines).

### 2.6 FUNCTION PROCESSING AND IMAGE BOXES

In many books and articles about wavelets, pictures such as those in figure 2.4 are displaved In this section, we will leain how these pictures are created.

We begin by returning to the example from chapter 1 of processing data sampled from a function. Recall that the function $f(x)=\sin (20 x)(\ln x)^{2}$ was sampled at 32 evenly spaced points, generating the following data (rounded to the nearest thousandths):

$$
\begin{aligned}
& {[7.028,7.300 .5 .346 .2 .588,0.057,-1.602,-2.180,-1.843,-0.984 \text {, }} \\
& -0.045 .0 .636,0.902,0.782,0.427,0.029,-0.261,-0.373,-0.320 \text {, } \\
& -0.173 .-0.015,0.094,0.130 .0 .106,0.054,0.005,-0.022,-0.027 \text {, } \\
& -0.017 .-0.006 .0 .0,0] .
\end{aligned}
$$

This graph of the data is shown in figure 2.5 .


Fig. 2.4 An image of a house. and an image box (Image couitesy of Summus, Ltd.)


Fig. 2.5 A plot of the data.

In this section, the data is treated as one long string which connects the data points with line segments. To process this signal, we procced in a fashion similar to the problems in section 2.4. The first step is to create averages (the coefficients of the projection of the signal onto $V_{4}$ ), and differences (the coefficients of the corresponding residual). This process yields 16 averages and 16 differences, which form one new signal:

$$
\begin{aligned}
& {[7.161,3.967,-0.772,-2.011,-0.515,0.769,0.604,-0.116,-0.347} \\
& -0.094,0.112,0.080,-0.009,-0.022,-0.003,0 \\
& -0.134,1.380,0.830,-0.168,-0.470,-0.133,0.177,0.145,-0.026 \text {, } \\
& -0.079,-0.018,0.026,0.0136,-0.005,-0.003,0]
\end{aligned}
$$

Graphing this data obtained from the first round of processing yields the graph in figure 2.6. We will call a figure that contains projections and residuals of an original image an rmage box. Examine this image box carcfully. Note that the left half of the figure, created from the projection onto $V_{4}$, is a rough c:opy of the original data in half scale (see figure 2.5). The right half (the residual) shows how far the processed data is from the original.

The next step is to compute averages and differences on only the first half of the new data, leaving the residual alonc. This projects the new signal (the first half of the data obtained after the first round of averaging and differencing) onto $V_{3} \oplus V_{3}^{\perp}$. The resulting signal is:


Fig. 2.6 An image box, showing the profections of the signal onto $V_{4}$ and $V_{4}^{\perp}$.

$$
\begin{aligned}
& {[5.564,-1.392,0.127,0.244,-0.220,0.096,-0.015,-0.002,} \\
& 1.597,0.620,-0.642,0.360,-0.126,0.016,0.007,-0.002, \\
& -0.134,1.380,0.830,-0.168,-0.470,-0.133,0.177,0.145,-0.026, \\
& -0.079,-0.018,0.026,0.0136,-0.005,-0.003,0] \text {. }
\end{aligned}
$$

Plotting this data vields the image box in figure 2.7. Observe that the first quarter of this second-stage data contains a copy of the original data on a reduced scale. The projection onto $V_{3}$ appeas to be the original graph compressed horizontally by a factor of 4 . The second quarter (the residual from the second round of processing, which is in $V_{3}{ }^{1}$ ) keeps track of how far the projection onto $V_{3}$ is from the processed data from the first stage. The last half of the data (the projection onto $V_{4}{ }^{\perp}$ ) retains information about how far the processed figure from the first stage is from the original. We can continue this processing on finer and finer scales until we run out of things to process, vielding a final image box whech is a graph of the signal containing the wavelet coefficients.

This example demonstrates how, as a signal is processed, imperfect copies of the original signal are made, along with other numbers which keep track of how far the copies are from the original signal.


Fig. 2.7 An image box, containing the projections onto $V_{3}, V_{3}^{\perp}$, and $V_{4}^{\perp}$

## Problems

44. Sclect a function in $L^{2}[0,1]$, built from combining at least two transcendental functions, and create an image box similar to figure 2.7.
45. Acquire a real signal whose length is a power of 2. (Some possiblities: use a Calculator-Based Laboratory to measure motion or temperature; stock market data; population trends.) Create an image box similar to figure 2.7 for that signal.

The image box in figure 2.4 is created in a similar way; the difference being that images are two-dimensional, whereas signals are one-dimensional. Because of this difference, we must employ a "trick" (Daubechies' word, see [10]) in order to use the Haar wavelets to process the image: we must think of the image as a matrix of numbers.$J$, rather than a one-dimensional signal $s$. Suppose that $J$ is a 32 -by- 32 matrix.

Begin by treating each of the rows as a separate signal of length 32 (in other words, as an element of $V_{5}$ ), and process these rows as before. ${ }^{1}$ This

[^0]

Fig. 2.8 Creating an image box.
results in two new 32 -by-16 matrices $J_{h}$ and $J_{g}$, where each row of $J_{h}$ is from $V_{4}$ and each row of $I_{g}$ is from $V_{f}^{\perp}$. (Sec figure 2.8. The use of the subscripts $h$ and $g$ will be clarified in chapter 3)

Now focus on the columns of $J_{h}$, each of which can be thought of as a signal of length 32 (i.c., in $V_{5}$ ). Process the columns. This gives two new 16 -by- 16 matrices $J_{h h}$ and $J_{h g}$. where each column of $J_{h h}$ is from $V_{4}$ and each column of $J_{h g}$ is from $V_{4}^{\perp}$. In the same mamer, process the columns of $J_{g}$ to create $J_{g h}$ and $J_{g g}$.

What has been done is to decompose the original innage, the 32 -by- 32 matix. into fom smaller images, each which is 16 -by- 16 . So, the four images in figure 2.4 are a decomposition of the original image in figure 2.4. This piocess. which is often refersed to as a two-dimensional wavelet transform, may then be repeated with the smaller matrix (image) $J_{h h}$.

This is only one possible appioach to processing two-dimensional images. The FBI uses another method of applying a more claborate family of wavelets which has two father wavelets and two mother wavelets $[3,10]$.

### 2.7 A SUMMARY OF TWO APPROACHES TO WAVELETS

To conclude this chapter, let's compare the methods thus far developed for finding wavelet coofficients using Haat wavelets from chapters 1 and 2. Consider again the example from chapter 1 where $f$ is the function defined by

$$
f(t)= \begin{cases}-5, & \text { if } 0 \leq t<\frac{1}{4} \\ -1, & \text { if } \frac{1}{4} \leq t<\frac{1}{2} \\ 1, & \text { if } \frac{1}{2} \leq t<\frac{3}{4} \\ 11, & \text { if } \frac{3}{4} \leq t<1 \\ 0, & \text { otherwise }\end{cases}
$$

We found unique cocfficients (the wavelet coefficients) so that

$$
f(t)=x_{1} \phi(t)+x_{2} \psi(t)+x_{3} \psi_{1,0}(t)+x_{4} \psi_{1,1}(t)
$$

by using matrix algebra. We identified $V_{2}$ with $\mathbb{R}^{4}$, defined the matrix $A_{2}$, and introduced vectors $\mathbf{x}$ and $\mathbf{b}$, to write the previous equation in the form $A_{2} \mathrm{x}=\mathrm{b}$. Since $A_{2}$ is an invertible matrix, unique wavelet coefficients were obtained by multiplying $b$ by $A_{2}^{-1}$. In particular, we get

$$
\mathbf{x}=\left[\begin{array}{c}
1.5 \\
-4.5 \\
-2 \\
-5
\end{array}\right]
$$

In chapter 2, we used the Orthogonal Decomposition Theorem to project $f$ onto the space $V_{2}$ generated by the functions $\phi, \psi, \psi_{1,0}$, and $\psi_{1,1}$. Although the development was in terms of subspaces of $L^{2}([0,1])$, we were ultimately required, in the case where $f \in V_{2}$, to find a matrix $M_{4}$ that performs the averaging and differencing that, generates the wavelet coefficients. This matrix $M_{4}$ turned out to be

$$
\left[\begin{array}{cccc}
0.25 & 0.25 & 0.25 & 0.25 \\
0.25 & 0.25 & -0.25 & -0.25 \\
0.5 & -0.5 & 0 & 0 \\
0 & 0 & 0.5 & -0.5
\end{array}\right]
$$

We found the wavelet coefficients $\mathbf{x}$, via $\mathbf{x}=M_{4} \mathbf{b}$. The process can be reversed through $\mathrm{b}=A_{2} \mathrm{x}$, since the matrix $M_{4}$ is the inverse of $A_{2}$. Even in the case where $f \notin V_{2}$, we saw how the wavelet coefficients are based on averaging and differencing.

This gives us two perspectives on the same problem. In the first chapter, the focus is on solving a linear system to get cocfficients in terms of a given basis. In the second chapter, the focus is to use orthogonality to create that basis and to investigate the plojections of functions onto a sequence of inner product spaces. For the Haar wavelets, the approach we take depends on the function $f$, and whether we decide to work in the space $L^{2}([0,1])$ or the space $\mathbb{R}^{\boldsymbol{n}}$ for a suitable $n$. It is not the case, however, that we can exploit this duality when working with other wavelets. Almost all othel work with wavelets takes place in the space $L^{2}(\mathbb{R})$.

## 3

## Multiresolutions,

 Cascades, and Filters
### 3.1 EXTENDING THE HAAR WAVELETS TO THE REAL LINE

In our work so far, we have considered functions only on the interval $[0,1]$ This is not the most convenient setting for signals. In this chapter, we broaden our perspective to develop wavelets as functions defined on all of $\mathbb{R}$. This will give us the freedom to manipulate signals that arise from functions that are defined anvwhere on $\mathbb{R}$.

To work in this broader setting, we will need to extend the definitions of the Haar spaces $V_{n}$ introduced earlier. For example, the space $V_{0}$ will become the set of piecewise constant functions with compact support that have possible breaks at integer values. A basis for $V_{0}$ will then be $\{\phi(t-k): k \in \mathbb{Z}\}$

Of cousc. it will not be enough to extend the definition of only $V_{0}$. We will redefine cach of the spaces $V_{n}$ to contain piecewise constant functions, defined on all of $\mathbb{R}$, with. compact support. The space $V_{1}$ will consist of functions having compact support with possible breaks at rational points with denominatots of 2 (ie, the integers and the points midway between the integers). Similarls. $V_{2}$ will contain all functions with possible breaks at rational ponts with denominators of $4=2^{2}$ (i.e., the integers, the points midway between the integers, and the points one quarter of the way between the integers) In general, functions in $V_{n}$ are piecewise constant having compact support with possible breaks at rational points of the form $\frac{m}{2^{\prime \prime}}$, for any integer $m$.

From this point of view we can also allow $n$ to be negative. In that case, $V_{n}$ will contain piecewise constant functions having compact support with
possible jumps at points of the form $m \times 2^{-n}$. Note that for negative $n$, the breaks in these functions will be farther apait iather than closer together.

In chapter 2 we defined bases for cach of the spaces $V_{n}$. With those bases in mind, it is not hard to find spanning sets for the extended $V_{n}$. The old $V_{2}$ on $[0,1]$ had $\{\phi(2 t), \phi(2 t-1)\}$ as a basis. This basis cxtends naturally to give us a spanning set $\{\phi(2 t-k): k \in \mathbb{Z}\}$ for the now $V_{2}$. In the same way, the set $\left\{\phi\left(2^{n} t-k\right): k \in \mathbb{Z}\right\}$ is a spanning set for the new $V_{n}$. An important observation to nake is that each function in our spaming set is simply a shifted version of the wavelets defined in chapter 2 .

From this point on in the text, unless otherwise specified, any reference to the space $V_{n}$ will refer to this new, extended version of $V_{n}$. Further, as in chapter 2 , we will use the notation $\phi_{n, k}(t)=\phi\left(2^{n} t-k\right)$.

As we modify the spaces $V_{n}$, we will also need to alter the imner product. Recall that the inmer product we have been using is

$$
\langle f, g\rangle=\int_{0}^{1} f(t) g(t) d t
$$

Since the wavelets in chapter 2 had values of 0 outside of the interval $[0,1]$, the restriction of the imner product to the interval $[0,1]$ is unnecessary. In fact, for any functions $f, g$ in the old space $V_{n}$,

$$
\langle f, g\rangle=\int_{0}^{1} f(t) g(t) d t=\int_{-\infty}^{\infty} f(t) g(t) d t
$$

In this new perspective, where we consider functions defined on all of $\mathbb{R}$, we require a corresponding inmer product, which is

$$
\begin{equation*}
\langle f, g\rangle=\int_{-\infty}^{\infty} f(t) g(t) d t \tag{3.1}
\end{equation*}
$$

When using this new imer product, it will be necessary to restrict ourselves to functions with finite norms. The set $L^{2}(\mathbb{R})$ is the collection of functions $f: \mathbb{R} \rightarrow \mathbb{R}$ such that

$$
\|f\|=\langle f, f\rangle^{\frac{1}{2}}=\left(\int_{-\infty}^{\infty} f(t)^{2} d t\right)^{\frac{1}{2}}<\infty
$$

This is also why we msisted that the spaces $V_{n}$ contain only functions with compact support. Without that condition, the new $V_{n}$ would not be a subspace of $L^{2}(\mathbb{R})$.

Observe that all of the old functions $\phi_{n, k}$ and $\psi_{n, h}$ from chapter 2 , as well as any finite signal when viewed as a piecewise constant function, are clements of $L^{2}(\mathbb{R})$. This suggests that $L^{2}(\mathbb{R})$ is a more general setting in which to study wavclets.

## Problems

1. Find two contimons functions that belong to $L^{2}(\mathbb{R})$ and two that do not. What must be true about $\lim _{t-\infty} f(t)$ and $\lim _{t--\infty} f(t)$ if $f$ is a continuous function in $L^{2}(\mathbb{R})$ ? Explain.
2. (a) Provide an example to show that $V_{2}$ is not a subset of $L^{2}(\mathbb{R})$ if we don't include the condition that the functions in $V_{2}$ have compact support.
(b) Show that, for any $n>2, V_{n}$ is not a subset of $L^{2}(\mathbb{R})$ if we don't include the condition that the functions in $V_{n}$ have compact support.
3. A function in $L^{2}(\mathbb{R})$ is said to be normalnzed if the norm of the function is 1 .
(a) Find two functions in $L^{2}(\mathbb{R})$ that are normalized.
(b) Let $f$ be the function defined by $f(t)= \begin{cases}1, & \text { if } 0 \leq t \leq 1 \\ -1, & \text { if }-1 \leq t<0 \\ 0, & \text { otherwise. }\end{cases}$ Show that $f$ is in $L^{2}(\mathbb{R})$ and calculate the norm of $f$. Show that $\frac{f}{\|f\|}$ is a normalized function in $L^{2}(\mathbb{R})$.

### 3.2 OTHER ELEMENTARY WAVELET FAMILIES

The Haar wavelets satisfy certain properties that are particularly important, as will be shown later. Each function $\phi\left(2^{n} t-k\right), n, k \in \mathbb{Z}$ has compact support and is discontinnous on the real line. Further, $\left\langle\phi\left(2^{n} t\right), \phi\left(2^{n} t-k\right)\right\rangle=0$ for crerv $n$ and everv nonzero $k$. and $\langle\phi(t) . \phi(t)\rangle=1$. These properties should be verified by the reader. The latter poperty shows that the nom of $\phi$ is 1 and hence $\phi$ is normalized.

In chapter 2. 1t was shown that all of the other wavelets could be obtained bv combining scalings and translations of the father wavelet $\phi$. For this reason, $\phi$ is referred to as the Haar scaling function.

## Problems

4. Use the definition of the inner product to prove that $\|\phi(m,-k)\|=\sqrt{\frac{1}{m}}$ for any $m=2^{n}, n \in \mathbb{Z}$. and anv mineger $k$.

While the Haar wavelets are the simplest wavelets to understand and work with, there are many other wavelet families. As was the case with the Haar wavelets, each family is generated by a father wavelet or scaling function $\phi$. Examples of such families are the hat wavelets, the quadratic Battle-Lemarié wavelets, and the Shannon wavelets (see nearby figures). Note that each of these functions belongs to $L^{2}(\mathbb{R})[10,42]$. (The spaces $V_{n}$ that correspond to these respective wavelet families will be different than the Haar spaces. In particular, the compact support requirement is not necessary, as will be discussed in the next section.)

## Problems

5. For each of the examples of wavelets just mentioned, determine the graphs of $\phi_{n, k}$ for your own choices of $n$ and $k$.
6. Find a wavelet family different from those just mentioned. Be sure to cite your source. For the family you find, plot the graphs of $\phi_{1,0}$ and $\phi_{1,1}$.
7. Determine whether the quadratic Battle-Lemarié scaling function is a normalized scaling function.


Hat Scaling Function: $\phi(t)= \begin{cases}t, & 0 \leq t<1 \\ 2-t, & 1 \leq t<2 \\ 0, & \text { otherwise }\end{cases}$


Quadiatic Battle-Lemarié Scaling Function:

$$
\phi(t)= \begin{cases}\frac{1}{2} t^{2}, & 0 \leq t<1 \\ -t^{2}+3 t-\frac{3}{2}, & 1 \leq t<2 \\ \frac{1}{2}(t-3)^{2}, & 2 \leq t<3 \\ 0, & \text { otherwise }\end{cases}
$$



Shannon Scaling Function: $\phi(t)= \begin{cases}\frac{\sin (\pi t)}{\pi t}, & t \neq 0 \\ 1, & t=0\end{cases}$

At this point, other observations about these scaling functions should be noted.

- The Shamon scaling function is smooth. This means that the function and all of its derivatives cxist and are continuous.
- Unlike the Haar scaling function, the Shamon function does not have compact support. The two other scaling functions do have compart support, and both are continuous. (In fact, the quadratic Battle-Lemaric scaling function has a continuous derivative.)
- For the hat and the quadratic Battle-Lemarié scaling functions, there exist integers $k$ such that $\langle\phi(t), \phi(t-k)\rangle \neq 0$. The fact that each of these scaling functions is not orthogonal to all of its translates is a problem. We will discuss why in the next section.

Recall the iclationship between the Haar father and mother wavelets, given in (1.1):

$$
\psi(t)=\phi(2 t)-\phi(2 t-1)
$$

It is tempting to define the mother wavelct for each wavelct family by (1.1). However, the actual relationship between mother and father wavelets is unique to each family (not unlike rcal life!) and (1:1) only applies to the Haar family. This relationship will be explored later in this chapter.

Another wavelet family worthy of mention is the Mexican hat family (also called the Maar ulavelets), which have been used in the study of underwater acoustics [14]. This family is different than the others encountered so far in that there is no simple form for the scaling function. There is, however, a


Mexican Hat Mother Wavelet: $\psi(t)=\left(1-t^{2}\right) e^{\left(-t^{2} / 2\right)}$
simple representation of the mother wavelet. Later in the text, it will be slown that the wavelet family can be gencrated from either the father or mother.

It is important to note that in most wavelet farnilies, there is no simple foim of etther the father or mother. Instead, wavelets are defined by certain propertics, and then approximated, as will be demonstrated in section 3.6.

## Problems

8. Find a valuc of $k$ so that $\langle\phi(t), \phi(t-k)\rangle \neq 0$ for each of the hat and the quadratic Battle-Lemarić examples.
9. A twice differentiable function whose second derivative is continuous is said to be a $C^{2}$ function Is the quadratic Battle-Lemarié scaling function a $C^{2}$ function? Is its first derivative continuous?

10 Normalize the Mexican hat mother wavelet.
11 For the normalized Mexican lat fammly, determine graphs of

$$
\psi_{n . k}(t)=\psi\left(2^{n} t-k\right)
$$

for rour own choices of $n$ and $k$.

### 3.3 MULTIRESOLUTION ANALYSIS

It has been shown that wavelets are generated from a "parent" (father or mother) by scalings (contractions) and translations (horizontal shifts). When wavelcts in $V_{n}$ are used for negative values of $n$, siguals can be analyzed on a large scale (over large intervals). By choosing positive values for $n$, signals can be isolated on a small scale (or interval) The beauty and power of wavelets is that, since there is an infinite collection of wavelets with which to analyze a signal. both of these tasks can be performed simultaneously.

We used the Haal wavelets in the pienous chapters for their simplecty, a properts that makes them deal for demonstrating concepts. However, the Haar wavelets are not used m practice becanse they lack some mportant propeties. Wavelets that anc typically used in applications are constructed to satisfv certam criteria. The standard approach is to first build a multinesolution analysis (MRA) and then construct the wavelet family with the desired cnteria from the MRA. In this section we discuss the concept of a multucsolution analysis.

Before an MRA can be defined, it will be helpful to discuss some additional propetties of wavelets. The Haar wavelets will again illustrate these ideas.

The first property is called the density property. Density is a property that measures how intermingled the elements of one set are with another. For example, consider the rational numbers as a subset of the real numbers. For any real number, it is possible to find rational numbers arbitrarily close to that real number. In the example of the number $e$, the sequence $\{2,2.7,2.71,2.718,2.7182, \ldots\}$, obtained by truncating the decimal representation of $e$ after each successive place, converges to $e$. In the same manner, a sequence of rational numbers that converges to any given real number always cxists.

Another way to think about this is the following. Suppose there is a magnifier that can zoom in at any desired resolution to look at the real line. Wherever it zooms, no matter the magnification, there will always be both rational numbers and irrational numbers.

In general, a subset $B$ of a set $A$ is dense in $A$ if any given clement in $A$ can be approximated as closely as we like by an element in $B$. The example above demonstrates how the set of rational numbers $\mathbb{Q}$ is dense in $\mathbb{R}$. An alternative characterization is that $B$ is dense in $A$ if, given any element $a \in A$, a sequence $\left\{b_{n}\right\}$ in $B$ can be found that converges to $a$.

This idea can also be applied to function spaces. Recall that $L^{2}(\mathbb{R})$ is an inner product space with the inner product (3.1). In this setting, the distance between functions is measured by the norm of their differences. So the distance between the functions $f$ and $g$ in $L^{2}(\mathbb{R})$, denoted $d(f, g)$, is given by

$$
\begin{equation*}
d(f, g)=\|f-q\|=\left(\int_{-\infty}^{\infty}(f(t)-g(t))^{2} d t\right)^{\frac{1}{2}} \tag{3.2}
\end{equation*}
$$

How does this apply to wavelets? In sections 2.4 and 2.5 , we discussed the projection of functions onto wavelet spaces. Figures $3.1,3.2$, and 3.3 show the graph of the sine function on $[0,1]$ and the projections of this function onto the Haar spaces $V_{2}, V_{4}$, and $V_{6}$. Notice that this function can be approximated as closely as we like by functions in $V_{n}$ simply by choosing $n$ as large as needed.

## Problems

12. Let $f(t)=\sin (t)$ on $[0,1]$. Determine the projections of $f$ onto the spaces $V_{2}, V_{4}$, and $V_{6}$. Compute the distance between $f$ and its projection in each case using the integral norm (3.2). (Note: see problem 41 from chapter 2).


Fig. 3.1 Piojection of $\sin (t)$ onto $V_{2}$


Fig. 3.2 Projection of $\sin (t)$ onto $V_{4}$


Fig. 3.3 Projection of $\sin (t)$ onto $V_{6}$

In order to approximate any function in $L^{2}(\mathbb{R})$ as closely as we like by functions in the Haar spaces $V_{n}$, we need to have access to wavelcts $\psi_{n, k}$ in $V_{n}$ for arbitrarily large $n$. Rather than examine $V_{n}$ for cach $n$ to determine the precision of an approximation, it is useful to consider the space $V=\bigcup_{n \in \mathbf{Z}} V_{n}$. An element in $V$, then, is a function that is piecewise constant on intervals of the form $\left[\frac{a}{2^{m}}, \frac{b}{2^{m}}\right]$ for some $m \in \mathbb{Z}$ and $a, b \in \mathbb{Z}$. In particular, $V$ contains all the Haar wavelets. As the example with $f(t)=\sin (t)$ suggests, given any $f \in L^{2}(\mathbb{R})$, a sequence of functions (one in each $V_{n}$ ) can be constructed that converges to $f$. This means that $V=\bigcup_{n \in Z} V_{n}$ is dense $L^{2}(\mathbb{R})$.

## Problems

13. This exercise will lead to the following theorem: For the Haar wavelets, the set $V_{2}$ is not dense in $L^{2}(\mathbb{R})$.
First note that if $V_{2}$ is dense in $L^{2}(\mathbb{R})$, then for every function $f \in L^{2}(\mathbb{R})$ and cvery $\epsilon>0$, there exists a function $g \in V_{2}$ so that $\|f(t)-g(t)\|<\epsilon$.
(a) Let $f$ be the function defined by

$$
f(t)= \begin{cases}2, & \text { if } 0<t<\frac{1}{8} \\ 0 & \text { otherwise }\end{cases}
$$

and let $\epsilon=\frac{3}{3}$. Find a function $g \in V_{2}$ so that $\|f(t)-g(t)\|<\epsilon$.
(b) Explain why you cannot find such a function $g$ if $\epsilon=\frac{2}{5}$.
(c) Write the negation of the definition of density.
(d) Prove the theorem.
14. Prove that for Haar wavelets, the set $V_{3}$ is not dense in $L^{2}(\mathbb{R})$.

Now consider the set $I=\bigcap_{n \in Z} V_{n}$. Recall that $V_{n}$ consists of the functions that are piecewise constant on intervals of the form $\left[\frac{a}{2 m}, \frac{b}{2 m}\right]$. As $n$ increases, the lengths of the intervals on which a function in $V_{n}$ is constant approach zero. It follows that a function in $I$ must be piecewise constant on every interval. The only functions that have this property are the constant functions, and the only constant function in $L^{2}(\mathbb{R})$ is the 0 function. This shows that

$$
I=\bigcap_{n \in \mathbf{Z}} V_{n}=\{0\} .
$$

Whenever we have a nested sequence

$$
\cdots \subseteq V_{-1} \subseteq V_{0} \subseteq V_{1} \subseteq V_{2} \subseteq \cdots
$$

of sets satisfying $\bigcap_{n \in Z} V_{n}=\{0\}$, the collection $\left\{V_{n}\right\}$ is said to have the separation property.

## Problems

15. Verify that the onlv constant function in $L^{2}(\mathbb{R})$ is the zero function. Hint: Remember problem 1 of this chapter

Next, let us examine how functions in the various sets $V_{n}$ are related. Observe that if $f \in V_{n}$, then $f$ is piecewise constant on inter vals of length $2^{-n}$. It follows that $f(2 t)$ will be piccowise constant on intervals of length $2^{-(n+1)}$ This means that $f(2 t)$ is in $V_{n+1}$. Similally, $f\left(\frac{f}{2}\right) \in V_{n-1}$ and, by induction, $f\left(2^{-n} t\right) \in V_{0}$. Conversely, if $f\left(2^{-n} t\right) \in V_{0}$, then $f$ must be in $V_{n}$.

We can use these general properties of the Haar wavelets to construct similar sequences of spaces that will contain other families of wavelets. This leads to the idea of a multiresolution analysis.

Definition: A multaresolution analysz.s (MRA) $[10,35]$ is a nested sequence

$$
\cdots \subseteq V_{-1} \subseteq V_{0} \subseteq V_{1} \subseteq V_{2} \subseteq \cdots
$$

of subspaces of $L^{2}(\mathbb{R})$ with a scaling function $\phi$ such that

1. $U_{n \in Z} V_{n}$ is densc in $L^{2}(\mathbb{R})$,
2. $\bigcap_{n \in \mathbb{Z}} V_{n}=\{0\}$,
3. $f(t) \in V_{n}$ if and only if $f\left(2^{-n}\right) \in V_{0}$, and
4. $\{\phi(t-k)\}_{k \in \mathbb{Z}}$ is an orthonormal basis for $V_{0}$.

Note that the fourth property makes it impossible for either the hat or the quadratic Battle-Lemarié scaling functions to form a multiresolution analysis. ${ }^{1}$ Sometimes, though, a scaling function needs to merely be normalized in order to obtain a multiresolution analysis.

For most wavelets used in practice, there is no simple formula for the scaling function. Instead, a critical property of each scaling function follows from condition (4). Since $\{\phi(t-k)\}$ is an orthonormal basis for $V_{0}$, the set $\{\phi(2 t-k)\}$ is an orthogonal basis for $V_{1}$. The fact that $\{\phi(2 t-k)\}$ is a basis for $V_{1}$ means $\phi(t) \in V_{0} \subset V_{1}$ can be written in the form ${ }^{2}$

$$
\begin{equation*}
\phi(t)=\sum_{k} c_{k} \phi(2 t-k) \tag{3.3}
\end{equation*}
$$

for some constants $c_{k}$. This equation is called a dnlation equation and is crucial in the theory of wavelets. (In some books and articles, it is referred to as a refinement equation or two-scale difference equation.) The constants $\left\{c_{k}\right\}$ are the refinement coefficients. The fact that a scaling function satisfies a dilation equation is a consequence of a multiresolution analysis. It will be shown that this equation provides enough information that we can proceed without knowing a specific formula for $\phi$.

The dilation equation for the Haar wavelets

$$
\begin{equation*}
\phi(t)=\phi(2 t)+\phi(2 t-1) \tag{3.4}
\end{equation*}
$$

was described in chapter 2 . In this case, $c_{0}$ and $c_{1}$ are 1 and the rest of the refinement coefficients arc 0 .

Problems
16. Given a multiresolution analysis with scaling function $\phi$, show that $\{\phi(2 t-k)\}$ is an orthogonal basis for $V_{1}$.

For the next three problems, assume that with a multiresolution analysis every scaling function satisfies a dilation equation. Prove the following about refinement coefficients:

[^1]17. $c_{k}=2\langle\phi(t), \varphi(2 t-k)\rangle$.

Hint: Use the Otthogonal Decomposition Theorem.
18. Parseval's formula: $\sum_{h=-\infty}^{\infty} c_{h}^{2}=2$

Hint: Use the fact that $\langle\phi(t), \phi(t)\rangle=\left\langle\sum_{k} c_{h} \phi(2 t-k), \sum_{k} c_{k} \phi(2 t-k)\right\rangle$.
19. For every integer $\jmath$, except zero, $\sum_{h=-\infty}^{\infty} c_{h} c_{h-2 j}=0$.

Hint: Use (3.3) to write a dilation equation for $\phi(t-j)$.

### 3.4 THE HAAR SCALING FUNCTION REDISCOVERED

As mentioned in the previous section, when working with a multiresolution analysis we often don't have a simple formula for the scaling function. In these situations, however, we usually do know the refinement coefficients. Next, we will consider how such information enables us to determine some characteristics of the scaling function.

One of the standard techniques to deal with problems like this is a numerical one known as the cascade algorathm [10]. This algorithm will provide approximations to the scaling function and is an example of a fixed-point method.

A fixed pornt of a function $f$ is a value $a$ such that $f(a)=a$. A simple example of a fixed point method follows, which shows how to determine the fixed point of the cosinc function. Let $f(t)=\cos (t)$. To find a solution to the equation $\cos (t)=t$, start with a guess, $t_{0}$, of a fixed point. Let $t_{1}=f\left(t_{0}\right)=\cos \left(t_{0}\right)$, then compute another number $t_{2}=f\left(t_{1}\right)=\cos \left(t_{1}\right)$, and continue. In this way, construct a sequence

$$
\left\{t_{0}, t_{1}=f\left(t_{0}\right), t_{2}=f\left(t_{1}\right), \ldots, t_{n+1}=f\left(t_{n}\right), \ldots\right\}
$$

that will converge to the fixed point of the cosine function. This process will work for functions $f$ that satisfy certain conditions.

## Problems

20. Use the algorithm to determine, to six decimal places of accuracy, the solution of

$$
t=\cos (t)
$$

21. Use the algorithm to detemine, to five decimal places of accuracy, the solution of

$$
t=1+e^{-t}
$$

22 Explain what happens when you apply the algorithm to attempt to determine the solution of

$$
t=3.7 t(1-t)+0.2
$$

How is this function different than the other two?

The cascade algorithm is a fixed-point method, except that instead of generating a sequence of numbers, it creates a sequence of functions. When given refinement coefficients, this algorithm creates a sequence of functions $\left\{f_{i}\right\}$ so that, for every value of $t, f_{2}(t) \rightarrow \phi(t)$ as $i \rightarrow \infty$. Recall that $\phi$ satisfies the dilation equation (3.3). If we let $F$ be the function that assigns the expression

$$
F(\gamma)(t)=\sum_{n} c_{n} \gamma(2 t-n)
$$

to any function $\gamma$, then we can consider $\phi$ as a fixed point of $F$ ! This process will be illustrated using the Haar dilation equation (3.4).

Begin with a guess, $f_{0}(t)$, of the graph of $\phi(t)$ (imagining for a moment that we don't know the Haar scaling function). Every scaling function that we have seen so far has a maximum near $t=0$ and tends to get smaller as we move away from that maximum. So, a good first guess for $f_{0}(t)$ could be the normalized tent function,

$$
f_{0}(t)= \begin{cases}1+t, & \text { if }-1 \leq t<0 \\ 1-t, & \text { if } 0 \leq t<1 \\ 0, & \text { otherwise }\end{cases}
$$

23. Graph $f_{0}(t)$.

There is an alternate way to define $f_{0}(t)$ that illuminates how the cascade algorithm works. Think of creating $f_{0}(t)$ as a three-step process reminiscent of the trapezoid rule from calculus. First, divide the $t$-axis into subintervals with breaks at each integer. Second, give the function a value at each of the integers. In this case, it is zero at every integer except at 0 , where the function is equal to 1 . Finally, use linear segments to connect the function values on the integers. For the current $f_{0}$ we use $1+t$ on the interval from 1 to $0,1-t$ on the interval from 0 to 1 , and zero everywhere else. The resulting function is called a linear spline.

## Problems

24. Use a CAS to graph $f_{0}(t)$ in the following way. First, define a list of coordinates, based on the values of $f_{0}$ at the integers. (You do not need all of the integers. Focus on the interval $[-1,4]$.) Then, plot these points, connecting them with lines.

Maple Hint: Using the style=line option with the plot command will draw straight limes between the points.

We now use $f_{0}(t)$ to create a new and better approximation $f_{1}(t)$. (Daubechies calls this step "cranking the machine".) From (3.4) and the fact that $f_{1}=F\left(f_{0}\right)$, it follows that

$$
f_{1}(t)=f_{0}(2 t)+f_{0}(2 t-1)
$$

From here, use a three step process: update, extend, and connect to more fully define $f_{1}$. First, find the value of $f_{1}$ on the integers. For example,

$$
f_{1}(1)=f_{0}(2)+f_{0}(1)=0+0=0
$$

Repeating this for each integer shows that $f_{1}$, like $f_{0}$, is equal to zero on all of the integers except 0 , where it is equal to 1 . Not terribly impressive yet, but this is just the first step.

Now that we have values for $f_{1}$ at the integers, extend the function to the points halfway between the integers. For example,

$$
f_{1}\left(\frac{1}{2}\right)=f_{0}(1)+f_{0}(0)=0+1=1 .
$$

Calculations like this one show that $f_{1}$ is zero at the odd multiples of $\frac{1}{2}$ with the single exception that $f_{1}\left(\frac{1}{2}\right)=1$. Finally, complete the definition of $f_{1}$ by using linear segments to comnect the function values on the integers and the halves, as was done with $f_{0}$

## Problems

25. Graph $f_{1}$ using the method of exercise 24.

Now that $f_{1}$ has been determined, we can then "crank the machine" again to determine $f_{2}$. This time, first update the values on the set

$$
\left\{\ldots,-1,-\frac{1}{2}, 0, \frac{1}{2}, 1, \ldots\right\}
$$

and then extend to the odd multiples of $\frac{1}{4}$. Finally, connect the function values on all of the multiples of $\frac{1}{4}$.

## Problems

26. Find $f_{2}$ and sketch its graph. Note ' . at each graph that you have been generatmg looks more and more like the Haar scaling function with which we are familiar.
27. "Cranking the machine" one step at a time is time consuming and tiresome. Create a CAS workshect with loops that will perform the cascade algorithm and plot the graph of $f_{8}$. How similar are $f_{8}$ and the Haar scaling function?
Maple Hint: One can use either the symbolic or numeric power of Maple to generate $f_{8}$. To force Maple to use floating-point arithmetic, rather than symbolic algebra, use a decimal point when defining the refinement coefficients. For example,

$$
>c[0]:=1.0 ;
$$

Here is one way to create a loop (in Maple) to perform this pointwise algorithm. Begin with the refinement coefficients. Here, we use the Haar coefficients

$$
>c[0]:=1.0 ;>c[1]:=1.0 ;
$$

Label the $i^{\text {th }}$ approximation of $\phi$ as $f[i]$. We will plot these approximations on the interval $[-1,4]$. Remember, at each step in the algorithm,

$$
f[i+1](t)=c[0] * f[i](2 * t)+c[1] * f[i](2 * t-1) .
$$

Note that to define an approximation on $[-1,4]$, we need values for the prior approximation from -3 to 8 . First define $f[0]$ at integer points from -3 to 8 .
$>$ for $i$ from -3 to 8 do $f[0](i):=0 .:$ od: $f[0](0):=1 .:$
To plot this approximation we construct a list of points, called points [ 0 ], and connect them with line segments.

```
> points[0]:=[[ t, f[0](t)] $t=-1..4];
> plot(points[0],style=line);
```

The following loop generates successive pointwise approximations to the scaling function $\phi$. The first approximation is defined on the halves. The second on the quarters, and so on. All of these approximations are restricted to $[-1,4]$.

```
> for j from 1 to 8 do deltak := 2^(-j):
> for k from O to 11/deltak do
> x:=-3+k*deltak:
> if -1<xx and x<=4 then
> f[j](x):= c[0]*f[j-1](2*x) + c[1]*f[j-1] (2*x-1):
```

```
> else f[j](x):=0: fi:
> od:
> points[j] := [[t*2^(-j),f[j](t*2^(-j))]$t=-1*2^j..4**~j]:
> od:
```

Now points [j] is the $j^{\text {th }}$ approximation. The successive approximations can be animated in Maple; the plots package is needed to do this.

```
> with(plots):
> for j from 0 to 8 do
> myplot[j]:=plot(points[j], t=-1..4, style=line,axes=box):
> od:
> display(seq(myplot[i], i=0..8), insequence=true);
```

28. After how many iterations does it make sense to stop "cranking the machine:'? Justify your answer.

Many of the exaniples of wavelet families from section 3.2 have simple refinement coefficients [38]. The scaling function for the hat wavelet satisfies the dilation equation

$$
\phi(t)=\frac{1}{2} \phi(2 t)+\phi(2 t-1)+\frac{1}{2} \phi(2 t-2)
$$

while the quadratic Battle-Lemarié scaling function satisfics

$$
\begin{equation*}
\phi(t)=\frac{1}{4} \phi(2 t)+\frac{3}{4} \phi(2 t-1)+\frac{3}{4} \phi(2 t-2)+\frac{1}{4} \phi(2 t-3) . \tag{3.5}
\end{equation*}
$$

## Problems

29. Modify your CAS worksheet from problem 27 to approximate the hat wavelet scaling function.

30 Modify your CAS worksheet to approximate the quadratic: Battle-Lemarié wavelet scaling function. (Note: the support of this scaling function is [0,3].)
31. The cubic Battle-Lemarié wavelet scaling function satisfies the dilation equation

$$
\phi(t)=\frac{1}{8} \phi(2 t)+\frac{1}{2} \phi(2 t-1)+\frac{3}{4} \phi(2 t-2)+\frac{1}{2} \phi(2 t-3)+\frac{1}{8} \phi(2 t-4) .
$$

Modify your CAS worksheet to approximate the cubic Battle-Lemaric wavelet scaling function. (Note: the support of this scaling function is [0,4].)
32. Determine which, if any, of the functions in problems 29 through 31 are normalized.
33. Modify your CAS workshect to begin with the function $f_{0}$ defined by

$$
f_{0}(t)= \begin{cases}2(1+t), & \text { if }-1 \leq t<0 \\ 2(1-t), & \text { if } 0 \leq t<1 \\ 0, & \text { otherwisc. }\end{cases}
$$

(Note that this $f_{0}$ is twice the tent function and is not normalized.) How does this change affect your results in problems 29 through 31? What conjecture can you draw about the cascade algorithm and normalization? Can you prove your conjecture?

Both Battle-Lemaric wavelet scaling functions are examples of what are called bell-shaped splines, or simply $B$-splines. A spline is a function where several polynomials, defined on different sub-intervals, are joined together to create a continuous function. For example, the quadratic: Battle-Lemarié scaling function is created by joining three differcut quadratic functions together, along with the zero function. A project featuring $B$-splines can be found in chapter 4.

## Problems

34. (a) Explain why the hat scaling function could be called the "Linear Battle-Lemarié scaling function." What, about the Haar scaling function?
(b) The space $C^{q}$ consists of all functions whose $q^{\text {th }}$ derivative is continnous. For eacll of the four scaling functions (Haar, hat, quadratic Battle-Lemarić, culbic Battle-Lemarić), determine the value of $q$ so that it is conect to say that the function is a $C^{q}$ function. What is the pattern?
35. (a) Show that the function

$$
\phi(t)= \begin{cases}\frac{3+t}{3}, & \text { if }-3 \leq t \leq 0 \\ \frac{3-t}{3}, & \text { if } 0<t \leq 3 \\ 0, & \text { otherwisc }\end{cases}
$$

is a solution to the dilation equation

$$
\phi(t)=\frac{1}{2} \phi(2 t-3)+\phi(2 t)+\frac{1}{2} \phi(2 t+3)
$$

(b) Modify your CAS workshect to explore what happens when you try to solve this dilation equation [12]. Explain what happens and the relationship to problem 22 of this chapter.
36. Start with a function different than the tent function, and use the cascade algorithm to try to create the quadratic Battle-Lemarié wavelet scaling function. What is the result? A function, $f$, that leads to some neat pictures is

$$
f(t)= \begin{cases}\frac{1}{2}, & \text { if }-1<t<1 \\ 0, & \text { otherwise. }\end{cases}
$$

Another approach to find the scaling function $\phi$, introduced by Strang, uses inatrices [34]. For example, suppose we start with the dilation equation for the quadratic Battle-Lemarić scaling function (3.5) and assume that the support of $\phi(t)$ is $0 \leq t \leq 3$ and $\phi(0)=0=\phi(3)$. Substituting $t=1$ and $t=2$ into (3.5), gives us the following two cquations:

$$
\begin{aligned}
& \phi(1)=\frac{1}{4} \phi(2)+\frac{3}{4} \phi(1) \\
& \phi(2)=\frac{3}{4} \phi(2)+\frac{1}{4} \phi(1) .
\end{aligned}
$$

These equations can be viewed in matrix form as $\mathbf{x}=L \mathbf{x}$, where

$$
\mathbf{x}=\left[\begin{array}{l}
\phi(1) \\
\phi(2)
\end{array}\right] \quad \text { and } \quad L=\left[\begin{array}{ll}
3 / 4 & 1 / 4 \\
1 / 4 & 3 / 4
\end{array}\right] .
$$

Any solution $x$ of this linear equation will be an cigenvector of $L$ with cigenvalue 1. In this case it turns out that $\phi(1)=\phi(2)$. After choosing an arbitrary value for $\phi(1)$. and hence $\phi(2)$, we can then use the dilation equation to deterinine the values of $\phi$ on the halves, quarters, etc., in a fashion similar to the cascade algorithm. Finally, all values ase multiplied by an appropriate constant so that the norm of $\phi$ is 1 .

## Problems

37. Apply Strang's approach to the dilation equation for the cubic BattleLemarié scaling function to determine the relationship between the function values at 1,2 , and 3 .

### 3.5 RELATIONSHIPS BETWEEN THE MOTHER AND FATHER WAVELETS

In the previous chapters we worked with wavelets, $\psi_{n, h}$, that were generated from the mother wavelet $\psi$. Recall that $\psi_{n, k}(t)=\psi\left(2^{n} t-k\right)$ for $k$ from 0 to $2^{n}-1$. However, in many instances we know the father wavelet, or scaling function, but do not have a specific formula for the mother wavelet. In (1.1) we saw how the Haar mother wavelet could be written in terms of the scaling function. In this section we will see that this is true in general, provided we have a multiresolution analysis. This will enable us to work with wavelets, even if all we have is a scaling function.

Assume that we have a multiresolution analysis with a scaling function (father wavelet). In chapter 2, we computed the wavelet coefficients for the Haar wavelets by calculating the projections of signals onto the spaces $V_{n}$ and $V_{n}^{\perp}$. In fact, the Orthogonal Decomposition Theorem guarantees that each signal has a unique decomposition in $V_{n} \oplus V_{n}^{\perp}$. Specifically, the projection of a signal or function $f \in L^{2}(\mathbb{R})$ onto $V_{n}^{\perp}$ was given by

$$
\sum_{h} \frac{\left\langle f, \psi_{n, k}\right\rangle}{\left\langle\psi_{n, k}, \psi_{n, k}\right\rangle} \psi_{n, h}
$$

Let $P_{n}(f)$ denote the projection of $f$ onto $V_{n}$. Since $V_{n+1}=V_{n} \oplus V_{n}^{\perp}$, it follows that, for the Haar wavelets, one can write

$$
\begin{equation*}
P_{n+1}(f)=P_{n}(f)+\sum_{h} \frac{\left\langle f, \psi_{n, k}\right\rangle}{\left\langle\psi_{n, h}, \psi_{n, k}\right\rangle} \psi_{n, k} \tag{3.6}
\end{equation*}
$$

The theory of multiresolution analyses states that whenever we have an MRA, there is always a function $\psi$ that generates an orthonormal wavelet basis

$$
\left\{\psi_{n, k}=2^{-k / 2} \psi\left(2^{n} t-k\right), 0 \leq k \leq 2^{n}-1, n \in \mathbb{Z}\right\}
$$

of $L^{2}(\mathbb{R})$ so that (3.6) holds for any $f \in L^{2}(\mathbb{R})$. (How this arises from the Orthogonal Decomposition Theorem was demonstrated in Chapter 2.) The factor of $2^{-k / 2}$ that appears in $\psi_{n, k}(t)$ normalizes these functions.

How do we relate $\psi$ to the scaling function $\phi$ ? Given an MRA with scaling function $\phi$, there is a dilation equation

$$
\phi(t)=\sum_{k} c_{k} \phi(2 t-k) .
$$

Note that since $\phi$ is a solution of this equation, so is any scalar multiple of $\phi$. This means that $\phi$ may be normalized (just multiply by a suitable constant). In other words, it can be assumed that

$$
\langle\phi(t), \phi(t)\rangle=\int_{-\infty}^{\infty} \phi^{2}(t) d t=1
$$

In addition, with an MRA. $\{\phi(t-k)\}_{k \in Z}$ is an orthonormal set. A straightfor ward substitution shows that $\{\phi(2 t-k)\}$ is also an orthogonal set. In other words. $\langle\phi(2 t-k), \phi(2 t-m)\rangle=0$ for $k \neq m$. The reader is encouraged to verifv this fact in the problems that follow.

The fact that $\{\phi(2 t-k)\}$ is orthogonal also implies that $\{\phi(2 t-k)\}$ is a linearly independent set (problem 39). Note, however, that

$$
\begin{equation*}
\langle\phi(2 t-k), \phi(2 t-k)\rangle=\int_{-\infty}^{\infty} \phi^{2}(2 t-k) d t=\frac{1}{2} \int_{-\infty}^{\infty} \phi^{2}(u) d u=\frac{1}{2} \tag{3.7}
\end{equation*}
$$

so $\{\phi(2 t-k)\}$ is not an orthonormal set.
To make computations easier, normalize the functions $\phi(2 t-k)$ by multiplying each by $\sqrt{2}$. This gives a new dilation equation with normalized refinement coefficients $h_{h}=\frac{c_{h}}{\sqrt{2}}$ so that

$$
\begin{equation*}
\phi(t)=\sum_{h} c_{k} \phi(2 t-k)=\sum_{h} h_{k} \sqrt{2} \phi(2 t-k) . \tag{3.8}
\end{equation*}
$$

## Problems

38. Verify that $\langle\phi(2 t-k), \phi(2 t-m)\rangle=0$ for $k \neq m$.

Hint: Use the substitution $u=2 t$.
39. Show that if $\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$ is an orthogonal set that does not contain 0 in an inner product space $V$, then $\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$ is a linearly independent set.
40. Show that $\sum_{k} h_{h}^{2}=1$.

Hint: Use problem 18 of this chapter and the fact that $c_{k}=\sqrt{2} h_{h}$ from (3.8).

Continuing with the problem of relating the mother wavelet to the father, recall that the mother Haar wavelet could be written in terms of the father wavelet by

$$
\psi(t)=\phi(2 t)-\phi(2 t-1) .
$$

This equation can be written in the more general form

$$
\psi(t)=\sum_{h} g_{k} \sqrt{2} \phi(2 t-k)
$$

with $g_{0}=\frac{1}{\sqrt{2}}, g_{1}=-\frac{1}{\sqrt{2}}$ and $g_{1}=0$ for all other $i$. In the Haar case the father wavelet has the for in

$$
\phi(t)=\phi(2 t)+\phi(2 t-1) .
$$

Comparing this to (3.8), we find that $h_{0}=\frac{1}{\sqrt{2}}=h_{1}$, and $h_{i}=0$ for all other i. So, for the Haar wavelets, $g_{0}=h_{1}, g_{1}=-h_{0}$, and $g_{i}=0$ for all other $i$. (Of course, we could have $g_{0}=h_{0}, g_{1}=-h_{1}$, but we will see later why these particular assignments were chosen.)

Let us assume, like with the Haar wavelets, that an MRA implies that $\psi$ has the form

$$
\psi(t)=\sum_{k} g_{h} \sqrt{2} \phi(2 t-k)
$$

What does multiresolution theory tell us about the coefficients $g_{h}$ ?
Using (3.7) and problem 38 we obtain

$$
\begin{aligned}
\langle\phi(t), \psi(t)\rangle= & \left\langle\sum_{k} h_{k} \sqrt{2} \phi(2 t-k), \sum_{m} g_{m} \sqrt{2} \phi(2 t-m)\right\rangle \\
= & \sum_{k} h_{k}\left\langle\sqrt{2} \phi(2 t-k), \sum_{m} g_{m} \sqrt{2} \phi(2 t-m)\right\rangle \\
= & \sum_{k} h_{k} \sum_{m} g_{m}\langle\sqrt{2} \phi(2 t-k), \sqrt{2} \phi(2 t-m)\rangle \\
= & \sum_{k, m} h_{k} g_{m}\langle\sqrt{2} \phi(2 t-k), \sqrt{2} \phi(2 t-m)\rangle \\
= & \sum_{k} h_{k} \cdot g_{k}\langle\sqrt{2} \phi(2 t-k), \sqrt{2} \phi(2 t-k)\rangle \\
& \quad+\sum_{k \neq m} h_{k} g_{m}\langle\sqrt{2} \phi(2 t-k), \sqrt{2} \phi(2 t-m)\rangle \\
= & \sum_{k} 2 h_{k} g_{k}\langle\phi(2 t-k), \phi(2 t-k)\rangle \\
= & \sum_{k} h_{k} g_{k} .
\end{aligned}
$$

If we want the mother and father wavelets to be orthogonal (recall our discussion in chapter 2 , where $\phi \in V_{0}$ and $\psi \in V_{0}^{\perp}$ ), then the precceding string of equalities implies

$$
\begin{equation*}
\sum_{k} h_{h} g_{h}=0 \tag{3.9}
\end{equation*}
$$

In addition, for $k, m \in \mathbb{Z}$,

$$
\begin{aligned}
\langle\psi(t-k), \psi(t-m)\rangle & =\left\langle\sum_{i} g_{2} \sqrt{2} \phi(2 t-2 k-i), \sum_{j} g_{j} \sqrt{2} \phi(2 t-2 m-j)\right\rangle \\
& =\sum_{i, j} 2 g_{i} g_{\jmath}\langle\phi(2 t-(i+2 k)), \phi(2 t-(j+m))\rangle
\end{aligned}
$$

Note that all terms disappear except for those where $i+2 k=\jmath+2 m$. So

$$
\begin{aligned}
\langle\psi(t-k), \psi(t-m)\rangle & =\sum_{\imath+2 h=j+2 m=q} 2 g_{\imath} g_{\jmath}\langle\phi(2 t-q), \phi(2 t-q)\rangle \\
& =\sum_{1} g_{\imath} g_{1-2(k-m)}
\end{aligned}
$$

It is a straightforward exercise to show that $\{\psi,(t-k)\}_{k \in Z}$ is an orthonormal basis for $V_{0}^{\perp}$. From this and the most recent chain of equalities we see that

$$
\sum_{i} g_{\imath} g_{\imath-2}(\lambda-m)= \begin{cases}0, & \text { if } k \neq m  \tag{3.10}\\ 1, & \text { if } k=m\end{cases}
$$

There are many possible sequences $\left\{g_{k}\right\}$ that satisfy (3.9) and (3.10). The values generally accepted for $g_{h}$ are given by ${ }^{3}$

$$
\begin{equation*}
g_{h}=(-1)^{h} h_{1-h} \tag{3.11}
\end{equation*}
$$

In this case, the mother wavelet is given by

$$
\begin{equation*}
\psi(t)=\sum_{h} g_{h} \sqrt{2} \phi(2 t-k)=\sum_{h}(-1)^{h} h_{1-h} \sqrt{2} \phi(2 t-k) \tag{3.12}
\end{equation*}
$$

## Problems

In this section we began with a multiresolution analysis, assumed $\psi$ could be witten in the form $\psi(t)=\sum_{k} g_{h} \sqrt{2} \phi(2 t-k)$, and ultimately arrived at (3.11). In the problems below, we argue in the opposite direction. In other words, assume $\psi$, is defined by (3.12).
41. Show that $\psi$ is orthogonal to $\phi$. (Hint: Arrive at (3.9) and use (3.11) to sec how to split the sum into two appropriate pieces.)
42. (a) Show that $\{\psi(t-k)\}$ is an or thonormal basis for $V_{0}^{\perp}$.
(b) Show that (3.10) holds. (Hint: Compare problem 19.)
43. For the Haar wavelets, show that $\sum_{h} g_{h}=0$.

[^2]
### 3.6 DAUBECHIES WAVELETS

So far we have seen a varicty of scaling functions. Of these, the Haar and Shannon scaling functions are, in a sense, at two extremes. The Haar father wavelet has compact support, but is discontinuous. On the other hand, the Shannon scaling function is smooth --- all of its derivatives exist and are continuous --- but its support is all of $\mathbb{R}$. Since these wavelet families are at the far ends of the support and continuity spectra, neither is ideal for use in applications. Rather, some sort of compromise between compact support and smoothness is needed, and one was discovered by Ingrid Daubechies in 1987 [25].

Daubechies sought a wavelet family that had compact support and some sort of smoothness. Starting with certain explicit requirements on the wavelets, she determined the appropriate refinement coefficients, and, using the cascade algorithm, developed a graph of a scaling function. Her discovery that one could actually find a scaling function, given the conditions she stated, was quite a feat, and was greeted with enthusiasm [19]. Daubechies actually developed a number of related wavelet families, and we will now consider one of the simpler examples.

There are three requirements for the following example of Daubechies wavelets. The first condition is that the scaling function has compact support, in particular, that $\phi(t)$ is zero outside of the interval $0<t<3$. A consequence of this is that all the refinement coefficients are zero except $c_{0}, c_{1}, c_{2}$ and $c_{3}$. Note that this implies $\phi(t)=c_{0} \phi(2 t)+c_{1} \phi(2 t-1)+c_{2} \phi(2 t-2)+c_{3} \phi(2 t-3)$. This requirement is called the compact support condition.

## Problems

44. Use the dilation equation (3.3) to prove that if $\phi(t)$ is zero outside of the interval $0<t<3$, then $c_{n}=0$ if $n$ is not $0,1,2$, or 3 . (Hint: using problem 17, see what happens when you use the following values of $k$ : $-4,-3,6$, and 7 . Then, obscrve what happens when you substitute the following values of $t$ into the dilation equation: $-\frac{1}{2}, 3$.)

The second requirement satisfied by this class of wavelets is the orthogonality condition, which is at the heart of any multiresolution analysis. Simply stated, this condition requires that the scaling function be orthogonal to its translates. As seen in exercises 18 and 19, the orthogonality condition implies that $\sum_{h} c_{k}^{2}=2$ and $\sum_{k} c_{k} c_{h-2 m}=0$ for any $m$. When applied to this class of Dauberhics wavelets we get

$$
\begin{equation*}
c_{0}^{2}+c_{1}^{2}+c_{2}^{2}+c_{3}^{2}=2 \tag{3.13}
\end{equation*}
$$

and, using $m=1$,

$$
\begin{equation*}
c_{0} c_{2}+c_{1} c_{3}=0 \tag{3.14}
\end{equation*}
$$

45. Why are other values of $m$ not used in (3.14)?
46. It can be shown (through Fourier aualysis) that one consequence of a multiresolution analysis is that

$$
\int_{-\infty}^{\infty} \phi(t) d t \neq 0 .
$$

Use this fact and the dilation equation to prove that $c_{0}+c_{1}+c_{2}+c_{3}=2$.

The final condition on these Daubechics wavelets is called the regularty condition, and it is related to the smoothness of the scaling function. The basic idea is that the smoother the scaling function is, the better the wavelet family can approximate polynomials. In this example, we want to ensure that all constant and linear polynomials can be written as a linear combination of elements in $\{\varphi(t-k)\}[10]$. (This may necd to be an infinite sum.)

Two simple constant and linear functions are the functions 1 and $t$. Although these functions are not inembers of $L^{2}(\mathbb{R})$, in a sense, the requirement above makes them "honorary members" of $V_{0}$. Then, using ideas from chapter 2 , these functions ought to be orthogonal to the mother wavelet $\psi$. This leads to the following two equations ${ }^{4}$ (often referred to as moment conditions):

$$
\int_{-\infty}^{\infty} \psi(t) d t=0 \quad \text { and } \quad \int_{-\infty}^{\infty} t \psi(t) d t=0
$$

It is also said, under this condition, that the mother wavelet has vanishing moments.

These moment conditions lead to two more equations that involve the refinement cocfficients. Using the fact that the mother wavelet is defined in terms of the father wavelet and the refinement coefficients we obtain

$$
v_{1}(t)=\sum_{-\infty}^{\infty}(-1)^{h} c_{1-h} \phi(2 t-k) .
$$

Keeping in mind that, for the Daubechies refincment coefficients, only $c_{0}$, $c_{1}, c_{2}$, and $c_{3}$ are nonzero, it follows that

$$
\begin{equation*}
\psi(t)=-c_{0} \phi(2 t)+c_{1} \phi(2 t-1)-c_{2} \phi(2 t-2)+c_{3} \phi(2 t-3) . \tag{3.15}
\end{equation*}
$$

The subsequent exercises will show how the moment conditions lead to the following two equations:

$$
\begin{align*}
-c_{0}+c_{1}-c_{2}+c_{3} & =0  \tag{3.16}\\
-c_{1}+2 c_{2}-3 c_{3} & =0 \tag{3.17}
\end{align*}
$$

[^3]
## Problems

47. Derive equations (3.16) and (3.17) in the following fashion:
(a) Show that, for any $k$,

$$
\int_{-\infty}^{\infty} \phi(2 t-k) d t=\frac{1}{2} \int_{-\infty}^{\infty} \phi(t) d t
$$

(Hint: Use an appropriate substitution.)
(b) Show that, for any $k$,

$$
\int_{-\infty}^{\infty} t \phi(2 t-k) d t=\frac{k}{4} \int_{-\infty}^{\infty} \phi(t) d t+\frac{1}{4} \int_{-\infty}^{\infty} t \phi(t) d t .
$$

(c) Use (a), the first moment condition, problem 46, and (3.15) to verify (3.16).
(d) Use the second moment condition, problem 46, (3.15), (3.16), and (b) to prove (3.17) holds.
48. The conditions (3.13), (3.14), (3.15), (3.16); and problem 46 give us five equations in four unknowns. Show that

$$
c_{0}=\frac{1+\sqrt{3}}{4}, \quad c_{1}=\frac{3+\sqrt{3}}{4}, \quad c_{2}=\frac{3-\sqrt{3}}{4}, \quad c_{3}=\frac{1-\sqrt{3}}{4}
$$

is one solution to this system.

Using the refinement coefficients from problem 48, we get the dilation equation
$\phi(t)=\frac{1+\sqrt{3}}{4} \phi(2 t)+\frac{3+\sqrt{3}}{4} \phi(2 t-1)+\frac{3-\sqrt{3}}{4} \phi(2 t-2)+\frac{1-\sqrt{3}}{4} \phi(2 t-3)$.
The scaling function that arises from this dilation equation is refersed to as $D_{4}$, since there are four refinement coefficients.

## Problems

49. (a) Modify your CAS worksheet from the previous section to approximate $D_{4}$ via the cascade algorithm. Compare your result to the function on the cover of this book.
(h) There are two solutions that can be obtained in problem 48. Find the second one. Use the cascade algorithm to graph the scaling functions for this second set of refinement coefficients. How are the scaling functions related? Is it fair to say that the two solutions give "essentially" the same solution? Explain.
50. For the $D_{4}$ wavelets, show that $\sum_{k} g_{h}=0$ is satisfied.
51. Use a CAS to draw an approximation of the graph of $\psi$ of the $D_{4}$ wavelets. (Hint: Approximate $\phi$ as a function (a Maple routine is included in the appendix), then use (312)).

It may seem surprising that Daubechies' three conditions would lead to such an odd-looking scaling function $D_{4}$. Daubechies herself has said, "I guess we just have to live with the way they look" [40]. It is not difficult to see that $D_{4}$ has compact support, but what about the other two conditions?

## Problems

52. (Orthogonality) Use a CAS and some ideas from Riemann sum approximations to investigate mumerically whether or not $\left\langle D_{4}(t), D_{4}(t-k)\right\rangle=0$ for three different nonzero values of $k$. In a similar vein, investigate whether or not $\left\langle D_{4}(t), D_{4}(t)\right\rangle=1$.

Although the regularity condition is difficult to observe, it turns out to be true that $D_{4}$ is a continuous function, although it is not differentiable everywhere. Therefore, $D_{4}$ belongs to $C^{0}$, but not $C^{1}$.

## Problems

53. Suppose we wish to invent a scalng function with the following properties.

Compact support: the support of the scaling function is $0<t<1$.
Orthogonaluty: the identities from exercises 18 and 19 hold.
Regularity: constant functions can be written as a linear combination of elements in $\{\phi(t-k)\}$.
Determine the refinement coefficients for this scaling function. Have we seen this wavelet family before?
54. Apply Strang's idea from section 3.4 to the dilation equation for $D_{4}$ to determine the relationship between the function values at 1 and 2 .
55. Although it is not a scaling function, the de Rham function [12] is interesting because it is a continuous function that is differentiable nowhere on $\mathbb{R}$ It satisfies the following dilation equation, which uses a coefficient of 3 rather than 2 :

$$
R(t)=\frac{2}{3} R(3 t+2)+\frac{1}{3} R(3 t+1)+R(3 t)+\frac{1}{3} R(3 t-1)+\frac{2}{3} R(3 t-2) .
$$

Modify your CAS workshect from the previous section to create a graph of $R$ using the cascade algorithm.
50. A variation on the derivation of the refinement coefficients for $D_{4}$ is to not use the moment conditions [6]. This leads to three cquations in four muknowns, so the solutions can be defined in terins of a parameter $\theta$. They are:

$$
\begin{array}{ll}
c_{0}=\frac{1}{2}(1-\cos (\theta)+\sin (\theta)) & c_{1}=\frac{1}{2}(1+\cos (\theta)+\sin (\theta)) \\
c_{2}=\frac{1}{2}(1+\cos (\theta)-\sin (\theta)) & c_{3}=\frac{1}{2}(1-\cos (\theta)-\sin (\theta)) .
\end{array}
$$

Which angle $\theta$ gives the refinement cocfficients for $D_{4}$ ? Which angle $\theta$ gives you the refinement coefficients for the Haar wavelets? Choose a different value for $\theta$ and construct the scaling function that arises. Then, create an animation on a CAS that shows how $\phi$ will change as you vary $\theta$.

We have seen some important ideas in this section. For the elementary Daubechies wavelets, the compact support, orthoganality, and regularity conditions are all that are needed to construct the scaling function to whatever accuracy we desire. From this we can approximate the mother wavelet and all childıen as well. This indicates that it is not necessary to specifically know a formula for the scaling function in order to work with wavelets. Other wavelet familics are developed in this way. Sec chapter 4 for a project investigating the Daubechies sealing function $D_{6}$.

### 3.7 HIGH AND LOW PASS FILTERS

Now that we have seen more families of wavelets, including wavelets with no simple algebraic representation, we return to a discussion of how they may be used to process signals. Given a multircsolution analysis, we can employ what is referred to as a "pyramidal" algorithin for processing. This algorithm depends on two sequences, called filters.

Recall from section 3.5 that the father and mother Haar wavelcts satisfy the equations $\phi(t)=\phi(2 t)+\phi(2 t-1)$ and $\psi(t)=\phi(2 t)-\phi(2 t-1)$. More generally, for any wavelet family there will always be equations of the form

$$
\begin{equation*}
\phi(t)=\sum_{h} h_{k} \sqrt{2} \phi(2 t-k) \quad \text { and } \quad \psi(t)=\sum_{h} g_{h} \sqrt{2} \phi(2 t-k) \tag{3.18}
\end{equation*}
$$

for the father and mother wavelets.
The sequences $\left\{h_{h}\right\}$ and $\left\{g_{k}\right\}$ arising from these scaling equations must satisfy certain conditions, some of which have been explored in previous exercises. The most useful for on punposes is (3.11), which is again given henc

$$
g_{\mathrm{k}}=(-1)^{h} h_{1-k} .
$$

Remember that equation (3.11) allows us to construct the mother wavelet if we know the refinement coefficients and the scaling function. Even if we don't explicitly know the scaling function, the refinement coefficients and the cascade algorithm can be used to approximate $\phi$ and then $\psi$, by (3.11) and (3.18)

Problems
57. Even though the hat scaling function does not define a family of orthogonal wavelets, draw the graph of $\psi$ defined by (3.12).
58. Repeat problem 57 for the quadratic Battle-Lemarié scaling function.
59. Dıaw an approximation to the graph of $\psi$, as defined by (3.12), for the cubic Battle-Lemarić wavelets.

The sequences $\left\{h_{k}\right\}$ and $\left\{g_{k}\right\}$ that appear in (3.18) can be used to process signals and are typically called low pass and high pass filters, respectively. ${ }^{5}$

Let

$$
s=\left[s_{0}, s_{1}, \ldots, s_{m-1}\right]
$$

be a signal ${ }^{6}$ of length $2^{n}$ for some $n$. Recall that this signal defines a function $f \in V_{n}$ given by

$$
f=\sum_{k=0}^{m-1} s_{k} \phi_{n, k} .
$$

The filters process signals by defining two operators $H$ and $G$ that, when apphed to a signal s produce two new signals, $H s$ and $G s$, each half the length of $s$. The $k^{\text {th }}$ entries of the new signals $H s$ and $G s$, denoted by $(H s)_{k}$ and $(G s)_{k}$. respectively, are defined as

$$
\begin{equation*}
(H s)_{k}=\sum_{j=0}^{2^{n}-1} h_{\gamma-2 k} \cdot s_{j} \tag{3.19}
\end{equation*}
$$

and

$$
\begin{equation*}
(G \mathbf{s})_{k}=\sum_{j=0}^{2^{n}-1} q_{\jmath-2 k} \cdot s_{j} \tag{3.20}
\end{equation*}
$$

While these operators are defined for any wavelet family, it is instructive to analvze them for the Haar wavelets. In this case $h_{0}=h_{1}=\frac{1}{\sqrt{2}}$ and $h_{r}=0$

[^4]for all other $i$. From (3.11), $g_{0}=h_{1}=\frac{1}{\sqrt{2}}, g_{1}=-h_{0}=-\frac{1}{\sqrt{2}}$, and $g_{i}=0$ for all other $i$. So, if $s=[1,2,3,-1,1,-4,-2,4]$, then
$$
H \mathbf{s}=\left[h_{0} s_{0}+h_{1} s_{1}, h_{0} s_{2}+h_{1} s_{3}, h_{0} s_{4}+h_{1} s_{5}, h_{0} s_{6}+h_{1} s_{7}\right]=\frac{\sqrt{2}}{2}[3,2,-3,2]
$$
and
$$
G s=\left[g_{0} s_{0}+g_{1} s_{1}, g_{0} s_{2}+g_{1} s_{3}, g_{0} s_{4}+g_{1} s_{5}, g_{0} s_{6}+g_{1} s_{7}\right]=\frac{\sqrt{2}}{2}[-1,4,5,-6]
$$

In general, apply these operators, using the Haar wavelets, to the signal $s=\left[s_{0}, s_{1}, \ldots, s_{m-1}\right]$ of length $2^{n}$ to obtain

$$
\begin{aligned}
&(H s)_{0}=h_{0} s_{0}+h_{1} s_{1}=\frac{\sqrt{2}}{2}\left(s_{0}+s_{1}\right) \\
&(H \mathbf{s})_{1}=h_{0} s_{2}+h_{1} \cdot s_{3}=\frac{\sqrt{2}}{2}\left(s_{2}+s_{3}\right) \\
& \vdots \\
&(H s)_{2^{n-1}}=h_{0} s_{2^{n-2}}+h_{1} s_{2^{n-1}}=\frac{\sqrt{2}}{2}\left(s_{m-2}+s_{m-1}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
&(G s)_{0}=g_{0} s_{0}+g_{1} s_{1}=\frac{\sqrt{2}}{2}\left(s_{0}-s_{1}\right) \\
&(G \mathbf{s})_{1}=g_{0} s_{2}+g_{1} s_{3}=\frac{\sqrt{2}}{2}\left(s_{2}-s_{3}\right) \\
& \vdots \\
&(G s)_{2^{n-1}}=g_{0} s_{2^{n-2}}+g_{1} s_{2^{n-1}}=\frac{\sqrt{2}}{2}\left(s_{m-2}-s_{m-1}\right)
\end{aligned}
$$

This is, up to a scalar, exactly the averaging and differencing previously seen in processing with Haar wavelets. The only difference is that $\sqrt{2}$ appears due to the fact that we are using normalized wavelets.

It is important to note that, in the case of the Haar wavelets, when the operator $H$ is applied to $s$ a new signal
$\mathbf{s}^{1}=\left[(H \mathbf{s})_{0},(H \mathbf{s})_{1}, \ldots,(H \mathbf{s})_{2^{\prime \prime}-1}\right]=\frac{\sqrt{2}}{2}\left[s_{0}+s_{1}, s_{2}+s_{3}, \ldots, s_{m-2}+s_{m-1}\right]$
of length $2^{n-1}$ results. This new signal is half the length of the original and its entries are the coefficients of the projection of $f$ onto $V_{n-1}$. When we apply $G$ to the signal s we get a new signal

$$
\mathbf{d}^{1}=\left[(G s)_{0},(G s)_{1}, \ldots,(G s)_{2^{n-1}}\right]=\frac{\sqrt{2}}{2}\left[s_{0}-s_{1}, s_{2}-s_{3}, \ldots, s_{m-2}-s_{m-1}\right]
$$

whose components are the coefficients of $f$ when projected onto $V_{n-1}^{\perp}$. In this way we can vew $H$ and $G$ as projections onto the subspaces $V_{n-1}$ and $V_{n-1}^{\perp}$. When the signals are concatenated ( $\left.\left[\mathbf{s}^{1}, \mathbf{d}^{1}\right]\right)$, the function $f$ has been decomposed as an clement of $V_{n-1} \oplus V_{n-1}^{\perp}$.

To continue processing as in section 2.4 , apply the operators $H$ and $G$ to the new signal $s^{1}$. Then $s^{2}=H s^{1}=H^{2} s$ is an elennent of $V_{n-2}$ and $\mathbf{d}^{2}=G \mathbf{s}^{1}=G(H \mathbf{s})$ is in $V_{n-2}^{\perp}$. Continue processing in this manner until signals of length 1 are obtamed; then string together all the processed pieces.

Returning to our example of $s=[1,2,3,-1,1,-4,-2,4]$, recall that

$$
s^{1}=H s=\frac{\sqrt{2}}{2}[3,2,-3,2] \quad \text { and } \quad \mathbf{d}^{1}=G s=\frac{\sqrt{2}}{2}[-1,4,5,-6] .
$$

The next step in the processing yields

$$
\begin{aligned}
& \mathbf{s}^{2}=H s^{1}=\frac{\sqrt{2}}{2}\left(\frac{\sqrt{2}}{2}[5,-1]\right)=\frac{1}{2}[5,-1] \text { and } \\
& \mathbf{d}^{2}=G \mathbf{s}^{1}=\frac{\sqrt{2}}{2}\left(\frac{\sqrt{2}}{2}[1,-5]\right)=\frac{1}{2}[1,-5]
\end{aligned}
$$

(Note that $\mathbf{s}^{2}$ is not a product of signals, but rather $\mathbf{s}^{2}=H^{2} \mathbf{s}=H(H \mathbf{s})$.)
The original signal has now been transformed into

$$
\left[s^{2}, d^{2}, d^{1}\right]=\frac{1}{2}[5,-1,1,-5,-\sqrt{2}, 4 \sqrt{2}, 5 \sqrt{2},-6 \sqrt{2}] .
$$

Finally, if $H$ and $G$ are applied to $\mathbf{s}^{2}$, the result is

$$
\mathbf{s}^{3}=H \mathbf{s}^{2}=\frac{\sqrt{2}}{2} \cdot 2 \quad \text { and } \quad \mathbf{d}^{3}=G \mathbf{s}^{2}=\frac{\sqrt{2}}{2} \cdot 3
$$

This gives the decomposed version of our original signal, $s$, as

$$
\mathbf{s}^{*}=\left[\mathbf{s}^{3}, \mathbf{d}^{3}, \mathbf{d}^{2}, \mathbf{d}^{1}\right]=\frac{1}{2}[2 \sqrt{2}, 3 \sqrt{2}, 1,-5,-\sqrt{2}, 4 \sqrt{2}, 5 \sqrt{2},-6 \sqrt{2}]
$$

In general, the result of decomposing by the operators $H$ and $G$ will look like

$$
\mathbf{s}^{*}=\left[\mathbf{s}^{n}, \mathbf{d}^{n}, \ldots, \mathbf{d}^{2}, \mathbf{d}^{1}\right]=\left[H^{m} \mathbf{s}, G H^{m-1} \mathbf{s}, \ldots, G H^{2} \mathbf{s}, G H \mathbf{s}, G \mathbf{s}\right]
$$

Note that this process depends only on knowing the filter coefficients $\left\{h_{k}\right\}$ and $\left\{g_{k}\right\}$. In particular, it is not necessary to know the scaling function or the mother wavelet. All the information is contained within the dilation equation which, as was stated ealler, lies at the heart of wavelet analysis. In essence, we can use wavelets without even knowing what wavelets are!

This algorithm for processing a signal via filters is called Mallat's pyramid algorthm [25]. The algorithm can be represented diagramatically by


Once we know how to decompose a signal through filters, it is equally important to be able to recompose the signal. Each of the operators $H$ and $G$ has a so-called dual operator, denoted $H^{*}$ and $G^{*}$ respectively These are precisely the touls needed to reverse the pyramid algorithm. The dual operators are defined by

$$
\left(H^{*} s^{*}\right)_{k}=\sum_{j} h_{h-2 j} s_{j}^{*} \quad \text { and } \quad\left(G^{*} s^{*}\right)_{h}=\sum_{j} g_{k-2}, s_{j}^{*}
$$

Note the difference in the indices from the definitions of $H$ and $G$.
An example is again instructive. Let's apply these dual operators to our processed signals, $\mathbf{s}^{1}=H \mathbf{s}=\frac{\sqrt{2}}{2}[3,2,-3,2]$ and $\mathbf{d}^{1}=G \mathbf{s}=\frac{\sqrt{2}}{2}[-1,4,5,-6]$, to sec how they "undo" the processing.

$$
\begin{aligned}
H^{*} s^{1} & =\left[h_{0} s_{0}^{1}, h_{1} s_{0}^{1}, h_{0} s_{1}^{1}, h_{1} s_{1}^{1}, h_{0} s_{2}^{1}, h_{1} s_{2}^{1}, h_{0} s_{3}^{1}, h_{1} s_{3}^{1}\right] \\
& =\frac{\sqrt{2}}{2}\left(\frac{\sqrt{2}}{2}[3,3,2,2,-3,-3,2,2]\right) \\
& =\frac{1}{2}[3,3,2,2,-3,-3,2,2]
\end{aligned}
$$

and

$$
\begin{aligned}
G^{*} \mathbf{d}^{1} & =\left[g_{0} d_{0}^{1}, g_{1} d_{0}^{1}, g_{0} d_{1}^{1}, g_{1} d_{1}^{1}, g_{0} d_{2}^{1}, g_{1} d_{2}^{1}, g_{0} d_{3}^{1}, g_{1} d_{3}^{1}\right] \\
& =\frac{\sqrt{2}}{2}\left(\frac{\sqrt{2}}{2}[-1,1,4,-4,5,-5,-6,6]\right) \\
& =\frac{1}{2}[-1,1,4,-4,5,-5,-6,6] .
\end{aligned}
$$

Adding the two signals yiclds

$$
H^{*} \mathrm{~s}^{1}+G^{*} \mathrm{~d}^{1}=[1,2,3,-1,1,-4,-2,4]=\mathrm{s}
$$

Thus we have reconstructed the original signal from the first step of the processed signal. Note that $H^{*}$ and $G^{*}$ each pioduce signals that are twice the length of the input.

To see how the reconstruction process works in its entirety, consider the piocessed signal

$$
\mathbf{s}^{*}=\left[\mathbf{s}^{3}, \mathrm{~d}^{3}, \mathbf{d}^{2}, \mathbf{d}^{1}\right]=\left[\sqrt{2}, \frac{3 \sqrt{2}}{2}, \frac{1}{2},-\frac{5}{2},-\frac{\sqrt{2}}{2}, 2 \sqrt{2}, \frac{5 \sqrt{2}}{2},-3 \sqrt{2}\right] .
$$

First. reconstruct $\mathbf{s}^{2}$ from the pair $\left[\mathbf{s}^{3}, \mathbf{d}^{3}\right]$.

$$
\begin{aligned}
& {\left[\mathbf{s}^{3}, \mathrm{~d}^{3}, \mathrm{~d}^{2}, \mathrm{~d}^{1}\right] \rightarrow\left[H^{*} \mathrm{~s}^{3}+G^{*} \mathrm{~d}^{3}, \mathrm{~d}^{2}, \mathrm{~d}^{1}\right]} \\
& =\left[\frac{\sqrt{2}}{2}[\sqrt{2}, \sqrt{2}]+\frac{\sqrt{2}}{2}\left[\left(\frac{3 \sqrt{2}}{2}\right),-\left(\frac{3 \sqrt{2}}{2}\right)\right], \frac{1}{2},-\frac{5}{2},-\frac{\sqrt{2}}{2}, 2 \sqrt{2}, \frac{5 \sqrt{2}}{2},-3 \sqrt{2}\right] \\
& =\left[\frac{5}{2},-\frac{1}{2}, \frac{1}{2},-\frac{5}{2}, \frac{1}{2},-\frac{5}{2},-\frac{\sqrt{2}}{2}, 2 \sqrt{2}, \frac{5 \sqrt{2}}{2},-3 \sqrt{2}\right] \\
& =\left[\mathrm{s}^{2}, \mathrm{~d}^{2}, \mathrm{~d}^{1}\right] .
\end{aligned}
$$

Next, reconstruct $s^{1}$ from the pair $\left[s^{2}, d^{2}\right]$.

$$
\begin{aligned}
& {\left[\mathrm{s}^{2} \cdot \mathrm{~d}^{2}, \mathrm{~d}^{1}\right] \rightarrow\left[H^{*} \mathrm{~s}^{2}+G^{*} \mathrm{~d}^{2}, \mathrm{~d}^{1}\right]} \\
& =\left[\frac{\sqrt{2}}{2}\left[\frac{5}{2}, \frac{5}{2},-\frac{1}{2},-\frac{1}{2}\right]+\frac{\sqrt{2}}{2}\left[\frac{1}{2},-\frac{1}{2},-\frac{5}{2}, \frac{5}{2}\right],-\frac{\sqrt{2}}{2}, 2 \sqrt{2}, \frac{5 \sqrt{2}}{2},-3 \sqrt{2}\right] \\
& =\left[\frac{3 \sqrt{2}}{2}, \sqrt{2},-\frac{3 \sqrt{2}}{2}, \sqrt{2},-\frac{\sqrt{2}}{2}, 2 \sqrt{2}, \frac{5 \sqrt{2}}{2},-3 \sqrt{2}\right] \\
& =\left[\mathbf{s}^{1}, \mathrm{~d}^{1}\right] .
\end{aligned}
$$

Finally, recall that earlier we saw how the original signal $s$ is reconstructed from [ $\left.\mathbf{s}^{1}, \mathbf{d}^{1}\right]$. Note that the reconstruction process involves applying the dual operators $H^{*}$ and $G^{*}$ successively until we get back to the original signal.

## Problems

60. If $s=\left[s_{0} . s_{1}, \ldots . s_{m-1}\right]$ is a signal of length $2^{n}$ for some $n$, show that, for the Haar wavelets

$$
H^{*}(H \mathbf{s})=\frac{1}{2}\left[\left(s_{0}+s_{1}\right),\left(s_{0}+s_{1}\right), \ldots,\left(s_{m-2}+s_{m-1}\right),\left(s_{m-2}+s_{m-1}\right)\right]
$$

and

$$
\begin{aligned}
& G^{*}(G \mathbf{s})=\frac{1}{2}\left[\left(s_{0}-s_{1}\right),\left(-s_{0}+s_{1}\right), \ldots\right. \\
& \left.\quad\left(s_{m-2}-s_{m-1}\right),\left(-s_{m-2}+s_{m-1}\right)\right]
\end{aligned}
$$

61. Show that $H^{*}(H \mathbf{s})+G^{*}(G \mathbf{s})=\mathbf{s}$ for any signal s of length $2^{n}$ using the Haar wavolets.
62. Wnite a paragraph explaining figure 2.7 on page 40 in chapter 2 using the idea of filters presented in this section

Problem 61 shows that if we add $H^{*}(H s)$ to $G^{*}(G s)$ we get back our original signal. This is the last step in the reconstruction process which uses the same filter coefficients and can be represented diagramatically by


We must be careful when applying the processing and decomposing algorithms. Orthogonality plays a critical role in the projections onto the subspaces $V_{n}$ and $V_{n}^{\perp}$, so these algorithms won't perform in the same way if the wavelets used are not orthogonal. For example, we won't get the same kind of results if we try this with the hat wavelets. In addition, the operators defined by (3.19) and (3.20) are designed to process signals of infinite length. So even with orthogonal wavelets there may be incorrect recomposition of the components at either end of a finite signal if the number of nonzero refinement coefficients used is different than two. This is called a boundary problem. One method for dealing with boundary problems, the periodic method, is discussed in problems 64 and 65.

## Problems

63. Find the filters $\left\{h_{h}\right\}$ and $\left\{g_{k}\right\}$ for the $D_{4}$ wavelets.
64. (a) Verify that $H^{*}(H s)+G^{*}(G s)$ returns the middle fout components for a signal of length 8 using the $D_{4}$ wavelets.
(b) One way of dealing with these boundary problems is to extend the signal beyond its boundaries, making the signal periodic. In other words, instead of working with a signal $s$ of finite length, consider the signal $[\ldots, s, s, s, \ldots\}$ of infinite length. Here, let $s$ be a signal of length 8 . Repeat (a) with the signal $[\mathbf{s}, \mathbf{s}, \mathbf{s}]$. Show that $H^{*}(H \mathbf{s})+G^{*}(G s)$ rcturns $s$ in the middle 8 components, using the $D_{4}$ wavelets. This approach to dealing with boundary problems is called the perzodic method. One problem with this approach is that we have extended the length of our signal.
65. (a) To define filters to operate on a finite signal without extending the signal, we use the shift operator $S$ on a signal $\mathrm{s}=\left[s_{0}, s_{1}, \ldots, s_{m}\right]$. Define $S$ by

$$
S(\mathbf{s})=\left[s_{1}, s_{2}, \ldots, s_{n}, s_{0}\right]
$$

Pick a signal, s, of length 8 and find $S^{h}(\mathbf{s})$ for each integer $k$. Note that this will involve determining the inverse, $S^{-1}$ of the shift operator.
(b) To examme periodicity, consider the case of the $D_{4}$ wavelets. The operators $H$ and $G$ are defined by (3.19) and (3.20). Now define periodic operators, $H_{p}$ and $G_{p}$, on a signal, $s$, in the following manner:

$$
\left(H_{p} \mathbf{s}\right)_{k}=\sum_{j} h_{j}\left(S^{2 h}(\mathbf{s})\right)_{j} \quad \text { and } \quad\left(G_{p} \mathbf{s}\right)_{k}=\sum_{j} g_{j-2}\left(S^{2 h-2}(\mathbf{s})\right)
$$

Show that, in the case of the $D_{4}$ wavelets, these operators $H_{p}$ and $G_{p}$ act on a signal of length 8 exactly as the filters $H$ and $G$ acted on a signal when we extended it in both directions as in 64(b).
(c) The dual operators of $H_{p}$ and $G_{p}$ can also be defined for the $D_{4}$ wavelets. but they are more complicated. Define

$$
\left(H_{p}^{*} \mathrm{~s}^{*}\right)_{h}= \begin{cases}\sum_{j} h_{2-2 j}\left(S^{\frac{1}{2}-1}\left(\mathrm{~s}^{*}\right)\right)_{j}, & \text { if } k \text { is even } \\ \sum_{j} h_{5-2 j}\left(S^{\frac{k^{2}}{2}-3}\left(\mathrm{~s}^{*}\right)\right)_{j}, & \text { if } k \text { is odd }\end{cases}
$$

and

$$
\left(G_{p}^{*} \mathrm{~s}^{*}\right)_{k}= \begin{cases}\sum_{j} g_{2-2 j}\left(S^{\frac{1}{2}-1}\left(\mathrm{~s}^{*}\right)\right)_{j}, & \text { if } k \text { is even } \\ \sum_{j} g_{5-2,}\left(S^{\frac{\alpha+1}{2}-3}\left(\mathrm{~s}^{*}\right)\right)_{j}, & \text { if } k \text { is odd }\end{cases}
$$

Remember, when $H_{p}^{*}$ and $G_{p}^{*}$ are used to recompose our original signal, the signal $s^{*}$ in these formulas will be half the length of the original signal. Show that, for the $D_{4}$ wavelets,

$$
H_{p}^{*}\left(H_{p} \mathbf{s}\right)+G_{p}^{*}\left(G_{p} \mathbf{s}\right)=\mathbf{s}
$$

for any signal of length 8. For more details on this method or other schemes for dealing with boundary problems, see chapter 8 of [28].

### 3.8 MORE PROBLEMS OF THE DIGITAL AGE: COMPACT DISCS

There are two wavs of representing information: analog and digital. Ana$\log$ refers to information being presented continuonsly, while digztal refers to data defined or sampled in steps. For example, in section 1.6, the graph of $f(t)=\sin (20 t)(\ln (t))^{2}$ (analog) was compared to an approximation obtained by sampling at 32 cvenly spaced points (digital). The advantage of analog information is its ability to fully tepresent a continuous stream of information, whereas digital data is less affected by unwanted interference or noise. When it is copied. digital information can be reproduced exactly, whereas analog information is always clegraded.

Today, there is a need to be able to efficiently store sound, such as specch and music. Like images, sound can be digitized, and this is how such information is stored on compact dises. The key mathematical tool for digitization of sound is the Shannon wavelets. In this section, some of the ideas that have been utilized to store music on compact dises are discussed.

At a primitive level, sound is just a wave that is transmitted through a medium such as air. A simple sound, or pure tone, has the form of a sine wave. These waves are periodic ... they repeat themselves. The time it takes for a wave to repeat itself is called a cycle.

Some waves have short cycles and others long ones, and the length of a wave's cycle is related to its pitch, or frequency. In general, sounds with short cycles have high frequency while long cycles correspond to lower frequencies. The frequency of a wave is often measured in units called Hertz (Hz), with 1 Hz meaning one cycle per second. High-pitched sounds, such as a police whistle or piccolo, have a high frequency with thousands of Hertz; low-pitched sounds, such as far-away thunder or a tuba, have a low frequency with only a few cycles per second. We hear vibrations between 20 and $20,000 \mathrm{~Hz}$ as sound.

Another attribute of sound is loudness, which is determined by the amplitude of the sound wave. Loud sounds coriespond to waves witl large amplitude; soft sounds correspond to waves with small amplitude. As a wave, sound can be thought of as a function $s$ of time $t$, where $s(t)$ incasures the intensity of the sound, which is the displacement of the wave from the $t$-axis.

Sound is a continuous phenomena. However, just as we did with the example in section 1.6, a continuous sound can be sampled and converted to a digital signal. The ideas that were discussed in chapter 1 - sampling, transforming using wavelets, and quantization can be applied equally well to sound.

Problems
66. Suppose we want to work with trigonometric functions with frequency less than 10. Which of the following could we use? Why?
(a) $\sin (12 \pi t)$
(b) $\cos (3 t)$
(c) $\cos (43 \pi t)$
(d) $\sin (70 t)$

Now let's sample a sound of frequency $m$. cycles per second ( $m$ a power of 2 ), where sampling at $j$ points produces a digital sigual with $j$ components. (To maintain consistency of the digital sound throughout the signal, it is important to sample miformly from each cycle.) First, choose a wavelet space $V_{n}$ for some fixed value of $n$. If $2^{n}=m$, then the sampling can be unifom across cycles; if $2^{n}>m$, then each component of the signal can be divided into 2 or more subcomponents with the same intensity until the signal contains $2^{n}$ components. However, if $2^{n}<m$, then the sample would contain more
mformation from some cycles than others and the signal would not represent the sound faithfully. (This is like trying to approximate a function that is defined on "sixteenths" with the Haar wavelets that are defined on "eighths.") So, in order to maintan the consistency of the signal, it is necessary to have $2^{n} \geq m$. The consequence is that if we start with a signal, we can choose whatever sufficiently large $n$ we want in order to sample uniformly. However, if we fix $n$, then we need to limit the frequency (number of cycles per second) of our sound.

It is possible to use ideas from Fourier analysis to develop a general idea of limiting frequencies. As not all sounds are pure, they cannot be modeled by trigonometric functions, whose frequency is easily calculated (see problem 66 ). Instead, an analog signal $s(t)$ is called band-limited by frequency $m$ if

$$
\int_{-\infty}^{\infty} \cos (\omega t) s(t) d t=0 \quad \text { and } \quad \int_{-\infty}^{\infty} \sin (\omega t) s(t) d t=0
$$

when $|\omega|>2 \pi m$.
Equavalently, $s$ is band-limited by frequency $m$ if

$$
\hat{s}(\omega)=\int_{-\infty}^{\infty} e^{-\imath \omega t} s(t) d t=0
$$

when $|\omega|>2 \pi m$. The function $\hat{s}$ is called the Fourier transform of $s$. This is a complex-valued function, and many proofs of theorems about wavelets make use of it Another way to say that $s$ is band-limited is to say that its Fourier tıansform has compact support.

## Problems

67. Prove that $f(t)=\sin (7 t)+\cos (5 t)$ is band-limited, and determine the limit frequency $m$.

68 Prove that the Haar scaling function $\phi_{h}$ is not band-limited by any frequencr $m$.
69. It can be proven that the Fourier transform of the Shannon scaling function $\phi_{s}$ defined by $\phi_{s}(t)=\frac{\sin (\pi t)}{n t}$, is a complex multiple of $\phi_{h}\left(t+\frac{1}{2}\right)$. Based on this fact, what can be concluded about the Shannon scaling function?

The Shannon Sampling Theorem states that if $s(t)$ is band-limited by frequencr $m$, then

$$
\begin{equation*}
s(t)=\sum_{-\infty}^{\infty} s\left(\frac{k}{2 m}\right) \frac{\sin (\pi(2 m t-k))}{\pi(2 m t-k))} \tag{3.21}
\end{equation*}
$$

(For a proof of this theorem ${ }^{7}$, sec [21].) Letting $m=2^{n}$, (3.21) can be rewritten as

$$
\begin{equation*}
s(t)=\sum_{-\infty}^{\infty} s\left(\frac{k}{2^{n+1}}\right) \phi_{s}\left(2^{n+1} t-k\right) \tag{3.22}
\end{equation*}
$$

This sampling theorem is very important. It states that for a band-limited function $s$, there is a frequency $s_{c}$, so that $s$ is completcly specified by its sampled values on any sampling interval of length less than $\frac{1}{2 s_{c}}$. The frequency $s_{c}$ is known as the Nyquist frequency. No information is lost if a signal is sampled at the Nyquist frequency, and no additional information is gained by sampling faster than this ratc.

## Problems

70. Explain why this theorem is called a sampling theorem.
71. If $s(t)$ is band-limited by frequency 1 , then which values of $s(t)$ do we need to know in order to reconstruct the whole function $s(t)$ ? Which Shannon wavelet spaces would $s(t)$ belong to?
72. Determine the refinement coefficients for the dilation equation for the Shannon scaling function.
73. Substitute the Haar scaling function as $s$ in (3.22), with $n=1$. What does your result tell you about the Haar scaling function?

The next two problems suggest where wavelet analysis arises in this situation. If the sound signal $s(t)$ is band-limited by $2^{n-1}$, then it can be written as a linear combination of $\left\{\phi_{s}\left(2^{n} t-k\right)\right\}$, the wavelet sons, which is sufficient for the scope of this text.

## Problems

74. Prove this theorem: If $s$ is band-limited by $2^{n-1}$, then $s \in V_{n}$, where $V_{n}$ is the $\boldsymbol{n}^{\text {th }}$ Shannon wavelet space.
75. Prove that $s(t)=\sin (4 \pi t)$ is band-limited by frequency 2. Then determine the coefficients that make $s$ a linear combination of the appropriate wavelets.
[^5]The sampling rate of compact disc players is based on the mathematics described in this final section. The highest audible frequency is approximately 18.000 cycles per second (which is approximately $2^{14}{ }^{1}$ ), so we can assume that any sounds that are digitized and stored on a compact disc are band-limited by, say, $2^{14}$. So, for nearly all audible sounds, $s(t) \in V_{15}$, and, according to Shannon's Sampling Theorem, it follows that

$$
s(t)=\sum_{-\infty}^{\infty} s\left(\frac{k}{2^{15}}\right) \phi_{s}\left(2^{15} t-k\right)
$$

Accordingly, if we sample the sound every $2^{15}$ seconds, then we ought to be able to reproduce the sound exactly. In other words, a sampling frequency of 32768 cycles per second should be sufficient. In fact, compact disc players sample at 44100 cycles per second in order to cover all audible sounds, as well as some that are not audible.

There is also a quantization and coding process that takes place in the design of compact discs, similar to what was discussed in chapter 1. The function values of $s(t)$ that are sampled are converted to sixteen-bit numbers through a mapping from the range of $s(t)$ to the integers from 0 to 66535. This is done through a method called pulse code modulation (PCM), which was invented in the 1940's. For more information on PCM, see [29].

## Problems

76. Advanced books on wavelets make considerable use of the Fourier transform. For instance, in [10], we read,

$$
\dot{\phi}(\xi)=m_{0}(\xi / 2) \hat{\phi}(\xi / 2), \quad \text { where } \quad m_{0}(\xi)=\frac{1}{\sqrt{2}} \sum_{h} h_{h} e^{-i h \xi}
$$

Apply the Fourier transfom to (38) in order to derive this equation from Daubechies' book.
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## 4 <br> Sample Projects

### 4.1 INTRODUCTION: OVERVIEW OF PROJECTS

The projects in this chapter are for use by the reader or in a classroom.
The project in section 4.2, Image Processing and Compression, can be completed bv students in a first semester linear algebra class using material from chapter 1 . The project involves creating, processing, and compressing an image using entropy coding. A Maple file to generate the 16 -by- 16 matrix $A_{4}$ needed for the processing is included in appendix B. Students who have studied inner product spaces, on thogonal decompositions, and chapter 2 could write code to process images in this way, or can use the inverse $M_{16}$ of $A_{4}$. This project uses two programs: Pixel Images for constructing and viewing images and Maple for processsing the data

The project in section 4.3, A Wavelet-Based Search Engıne, also utilizes material from chapter 1, along with Pixel Images. In this project, wavelets are used in order to define a "distance" between images, which leads to the development of a search engine for images.

The rest of the projects are based on material in chapter 3. B-Splines, in section 4.4, further explores the Battle-Lemarié wavelets as they are studied in a coursc in numerical analysis. Processing uith the $D_{4}$ Wavelets investigates how to use Danbechies wavelets to process inages, extending the ideas of the first project. Finally, in Daubechies Wavelets with Six Refinement Coefficients, the reader is asked to create the $D_{6}$ scaling function in a fashion similar to how the $D_{4}$ scalng function was created in section 3.6.

### 4.2 LINEAR ALGEBRA PROJECT: IMAGE PROCESSING AND COMPRESSION

If we want to digitally store an image, like a picture or a fingerprint, we could partition the image vertically and horizontally and record the color or shade at each grid entry. The grid entries are considered as pixels. This gives us a matrix $X$ of colors or gray-scale, indexed by the horizontal and vertical positions of the pixels. Each row or column can be treated as a piecewise constant function. Then we can apply a 16 -by- 16 wavelet conversion matrix ( $M_{16}$ or $A_{4}$ ) to $X$ to convert the columns to wavelet coefficients. After that, we can choose a tolerance and eliminate all entries below that tolerance to obtain a list of vectors that we then compress, using entropy coding (table 1.1). Finally, we can convert the compressed data back to pixel shades by undoing the previous process. In this project you will apply these ideas to an image that you will construct.

## Part 1: Creating an Image

Use the program Paxel Images (this program can be downloaded from our web site www.gvsu.edu/mathstat/wavelets.htm) to produce a gray-scale image on a 16 -by- 16 grid. An example is given in figure 4.1. Save this image to the file image.txt.

## Part 2: Processing the Data

Process the data using the appropriate method (matrices $A_{4}$ and $M_{16}$, or inner products). Save the processed data to a file named data1.txt. (A Maple routine to read from the data file data1.txt is included in section B. 2 in appendix B.)

Take the processed matrix from the file data1.txt and convert it to one long vector by concatenating the rows. Apply thresholding (hard thresholding works well) to the data to obtain a new collection of data. Save this data to a file data2.txt. (A Maple routine for writing data to a file is included in appendix B.) Use entropy coding (section 1.7) to convert to a compressed string. Save this as compiess.tat. How much compression do you realize? Be sure to show all steps in the process.

## Part 3: Reconstructing the Image

Here you must
(1) decompress the data fiom compress.txt into 256 wavelet coefficients,
(2) recompose the sixteen vectors from the 256 wavelet coefficients, and
(3) recreate the picture using Pixel Images.


Fig. 4.1 Flower image created with Pixel Jmages by students Flora Gonzalez, Jennifei Kortjohn, and Linda Lowden from MTH 327, summer 1997 at Grand Valley State Liniversity.

Turn in the files image.txt, data1.txt, data2.txt, and cornpress.txt along with a picture of vour original image and the image reconstructed from your compressed data.

Take care in the construction of your origmal image; the image reconstructed from vour compressed data should strongly resemble the original image

A report is required to acrompany the files you submit. In your report you should include a discussion of all proresses used in the project. Take special care when describing how you chose your thresholding value.

## Part 4: Two Snded Processing (Optional)

In the previous three parts of this pioject we converted only the columns of an mage matrix $X$ to wavelet coefficients. To introduce more zeros in our matrix. we might also convert each row of our processed wavelet matrix $Y=A X$ to obtain their wavelet coefficients.

Explain how you could use the same matrix $A$ to find the wavelet coefficients of the rows of $Y$ How would you store this final matrix?

Once rou ve converted both the rows and columns of your original unage matrix $X$. how would you reconvert to obtain the original image?

Use your example from part 1 to reduce both rows and columns. Apply thresholding to this processed matrix and repeat part 3. Does this introduce significantly more zeros in the process? If not, can you explain why? Do you think this "double" processing is worthwhile? Explain.

Turn in the same three types of files as described in part 3. Label these files however you like but be sure to explicitly identify which file is which.

### 4.3 A WAVELET-BASED SEARCH ENGINE

Scarch engines on the Internet are very uscful for finding certain words on World Wide Wcb pages. Howcver, search engines are not nearly as efficient at locating images. In this project we will examinc a way to use wavelets to design a search engine for images. The idea is motivated by the work of Wang, Wicderhold, Firchein, and Wei [43], and the writings of Stollnitz, DeRose, and Salcsin [37].

For cach image we can define a smaller feature vector, which contains much of the information from the original image. This is where wavelcts come in, because wavelet coefficients can be used for that information. If we define a distance between these vectors, then the distance between images that are similar to each other will be relatively small.

## Problems

1. Using Pixel Images, croate a $16-\mathrm{tyy}-16$ grayscalc image.

Now, we will describe how to create the feature vector $\mathbf{v}=[v$,$] , which will$ be in $\mathbb{R}^{80}$. The creation of this vector will require a number of transformations. First, we will use Har wavelets (from $V_{4}$ ) to process the image (creating an two-dimensional image box), as described in section 2.6. This will yield a new 16-by-16 matrix $M=\left\{m_{i, 1}\right\}$ of wavelet cocfficients.

## Problems

2. Explain why the entries in the upper left 8 -by- 8 submatiix come from averaging.
3. Why would these entries be a good proxy for the original image?

Apply quantile thresholding to this 8 -by- 8 submatrix, leaving the 48 largest (in absolute value) coefficients. Label this new 8 -by- 8 matrix $C=\left\{c_{i, j}\right\}$. These entrics of $C$ will be the first 64 entries in the feature vector, using the following rule:

$$
\mathbf{v}=\left[c_{1,1}, c_{1,2}, \ldots, c_{1.8}, c_{2.1}, \ldots, c_{2.8}, \ldots, c_{8.1}, \ldots, c_{8,8}, v_{63}, v_{66}, \ldots, v_{80}\right]
$$

For the last sixteen entrics, we are gomg to use the diagonals of two of the submatrices of $M$, in particulat the upper-right 8 -by- 8 submatrix, and the lower-left 8 -by- 8 submatrix. (These are the wavelet coefficients created by using a high-pass filter and a low-pass filter once.) For instance,

$$
v_{65}=m_{1,9}, v_{66}=m_{2,10}, \ldots, v_{72}=m_{8,16}
$$

while

$$
v_{73}=m_{9,1}, v_{74}=m_{102}, \ldots, v_{80}=m_{16,8} .
$$

lisy taking a sample of these wavelet coefficients, it is reasonable to conclude that if two images have nearly identical feature vectors, then the images should be quite similar.

Problems
4. Create the feature vector for your image from Problem 1.

How will we compare feature vectors from different images? We will use a weighted distance between vectors. In general, for two vectors $\mathbf{u}$ and $\mathbf{v}$, this would be defined by:

$$
d(\mathbf{u}, \mathbf{v})=\sum_{\imath=1}^{64} w_{1}\left|u_{i}-v_{i}\right|+\sum_{i=65}^{80} w_{2}\left|u_{i}-v_{t}\right|
$$

where $u_{1}$ and $u_{2}$ are weights that can be chosen arbitrarily. We are going to work under the reasonable assmmption that images that are similar will have similar submatrices $C$, and use the other coefficients as "tic-breakers." So, it will be wise to use a value of $w_{1}$ which is sigmficantly larger than the value of $u_{2}$. For instance, we can use $w_{1}=1$ and $w_{2}=\frac{1}{4}$.

## Problems

5. Experiment by creating several inages, some which are similar to others, and some which are quite different. Then compute their feature vectors and the distances between each pair of vectors. (For instance, four unages will lead to six different distance ralculations.) Report on your results
6. This projert is most interestmg when several people participate, such as in a class. Compute the distance betwen your feature vector and several others. Discuss whether the vectors which are "close" lad to images which are "close."
7. Describe how a seatch engine conld be designed for images.

### 4.4 B-SPLINES

Interpolation is the problem of finding a function that fits given data. In particular, suppose we have the values of a function $f$ at $n+1$ data points $t_{0}, t_{1}, t_{2}, \ldots, t_{n}$. (These points are also called nodes.) What sort of function $S$ can be created so that

$$
S\left(t_{0}\right)=f\left(t_{0}\right), S\left(t_{1}\right)=f\left(t_{1}\right), \ldots, S\left(t_{n}\right)=f\left(t_{n}\right) ?
$$

There are many possible answers to this question, one of which is called a bell-shaped spline, or B-spline.

The idea behind a spline is to define a polynomial on each interval $\left[t_{0}, t_{1}\right]$, $\left[t_{1}, t_{2}\right]$, etc., so that these polynomials share the values of $f$ at the nodes, and other conditions hold so that a certain number of derivatives of the spline exist. An example of a spline is the quadratic Battle-Lemarié scaling function, introduced in chapter 3. This spline interpolates the four function values

$$
f(0)=0, f(1)=\frac{1}{2}, f(2)=\frac{1}{2}, f(3)=0,
$$

and its derivative is continuous. Notice that this function is "bell-shaped".
Problems

1. Verify that the derivative of the quadratic Battle-Lemarić scaling function is continuous, but the second derivative is not

All splines satisfy three types of conditions: interpolation, regularzty, and boundary. In this section, we will focus on the specific conditions required for a cubic: $B$-spline. Details about other splines can be found in various numerical analysis books [5].

A cubic $B$-spline $S$ uses five equally-spaced nodes: $t_{0}, t_{1}, t_{2}, t_{3}, t_{4}$, but it only uses the value of the function $f$ at $t_{0}, t_{2}$, and $t_{4}$. It is defined as a cubic polynomial on each of four subintervals $\left[t_{0}, t_{1}\right],\left[t_{1}, t_{2}\right],\left[t_{2}, t_{3}\right]$, and $\left[t_{3}, t_{4}\right]$. So, to begin with, we have 16 unknown constants:

$$
S(t)= \begin{cases}a_{0}+a_{1} t+a_{2} t^{2}+a_{3} t^{3}, & t_{0} \leq t \leq t_{1} \\ a_{4}+a_{5} t+a_{6} t^{2}+a_{7} t^{3}, & t_{1} \leq t \leq t_{2} \\ a_{8}+a_{9} t+a_{10} t^{2}+a_{11} t^{3}, & t_{2} \leq t \leq t_{3} \\ a_{12}+a_{13} t+a_{14} t^{2}+a_{15} t^{3}, & t_{3} \leq t \leq t_{4}\end{cases}
$$

To determine the values of these constants requires 16 equations. All of the equations turn out to be linear, so this problem can be solved using matrices.

The interpolation condition requites that $S$ share the function values of $f$ at the threc nodes just mentioned. As a result, the following four linear equations must be satisfied:

$$
\begin{align*}
a_{0}+a_{1} t_{0}+a_{2} t_{0}^{2}+a_{3} t_{0}^{3} & =f\left(t_{0}\right) \\
a_{4}+a_{5} t_{2}+a_{6} t_{2}^{2}+a_{7} t_{2}^{3} & =f\left(t_{2}\right)  \tag{4.1}\\
a_{8}+a_{9} t_{2}+a_{10} t_{2}^{2}+a_{11} t_{2}^{3} & =f\left(t_{2}\right)  \tag{4.2}\\
a_{12}+a_{13} t_{4}+a_{14} t_{4}^{2}+a_{15} t_{4}^{3} & =f\left(t_{4}\right) .
\end{align*}
$$

The regularitv condition states that $S, S^{\prime}$ and $S^{\prime \prime}$ must be contimous. Since $S$ is made up of cubic polynomials, the only points where there might be trouble are the nodes $t_{1}, t_{2}$, and $t_{3}$. Requiring that the scparate pieces of $S, S^{\prime}$ and $S^{\prime \prime}$ agree at these nodes leads to eight more linear equations - ... three each at $t_{1}$ and $t_{3}$, but only two at $t_{2}$ since (4.1) and (4.2) above guarantec that $S$ is continuous there. For cxample, at $t_{1}$, there are the following three equations:

$$
\begin{aligned}
a_{0}+a_{1} t_{1}+a_{2} t_{1}^{2}+a_{3} t_{1}^{3} & =a_{4}+a_{5} t_{1}+a_{6} t_{1}^{2}+a_{7} t_{1}^{3} \\
a_{1}+2 a_{2} t_{1}+3 a_{3} t_{1}^{2} & =a_{5}+2 a_{6} t_{1}+3 a_{7} t_{1}^{2} \\
2 a_{2}+6 a_{3} t_{1} & =2 a_{6}+6 a_{7} t_{1} .
\end{aligned}
$$

Finally, the boundary conditions control what happens to the $B$-spline at $t_{0}$ and $t_{4}$. Basically, to make the spline "bell-shaped", we want it to flatten out at these nodes, and we can cause this to happen by making the following requirements: $S^{\prime}\left(t_{0}\right)=S^{\prime}\left(t_{4}\right)=0$ and $S^{\prime \prime}\left(t_{0}\right)=S^{\prime \prime}\left(t_{4}\right)=0$. These requirements lead to four more lincar equations, for a total of sixteen.

## Problems

2. Determine the cubic $B$-spline that interpolates the following function values: $f(3)=1, f(6)=8, f(9)=1$. Graph this spline.
3. The cubic Battle-Lemarié scaling function is an example of a cubic $B$ spline Its support is $0<t<4$, and it is known that $\phi(2)=\frac{2}{3}$. We must also have that $\Phi(0)=\phi(4)=0$ as well. Use these facts to determine the formulas for the cubic functions on the appropriate subintervals that make up this scaling function. Graph this spline.

### 4.5 PROCESSING WITH THE $D_{4}$ WAVELETS

In this project, we process an image constructed with the program Pixel Innages, using the $D_{4}$ wavelets instead of the Haar wavelets. This project is similar to the Lincar Algebra Project in section 4.2 and, when completed, the results should be compared to those obtained using the Haar wavelets. To
undertake this project, periodic schemes as discussed in section 3.7, problems 64 and 65 , must be completed.

We begin with a gray-scale matrix $X$ indexed by the horizontal and vertical positions of the pixels. Treat each row or columm as a piecewise constant function as discussed in chapter 1, then apply the $D_{4}$ wavelets to each column of the matrix to obtain wavelet cocfficients.

To process using the Haar wavelets, we applied a 16 -by- 16 wavelet conversion matrix ( $M_{16}$ or $A_{4}$ ) to $X$ to convert, the columns to wavelet coefficients (sec chapters 1 and 2). To apply the $D_{4}$ wavelets in a similar manner, we will need to construct the analogous matrices for these Daubachies wavelets. To construct a wavelet conversion matrix similar to the ones used to process with Haar wavelets, we will need to comect the matrix approach to the filters approach taken with the Daubachies wavelets in section 3.7. One problem we will have in applying the $D_{4}$ wavelets is that of incxact reconstruction on the boundaries of our signals. We can adapt using a periodic scheme as discussed in section 3.7 , problems 64 and 65 .

## Part 1: Creating the Wavelet Conversıon Matrux.

To produce a wavelet conversion matrix $C$ which computes the wavelet coefficients $C X$ from the image matrix $X$, using the $D_{4}$ wavelets, we need to determine how to completcly process any 16 -by- 1 signal. As we saw in chapter 2 , this is done in steps.

Step 1. Apply the periodic filters for the $D_{4}$ wavelets from problems 64 and 65 in section 3.7 to a signal, s, of length 16 . From this, construct a 16-by-16 matrix $C_{1}$ that performs the operations of both the low pass and high pass filters associated to the $D_{4}$ wavelets.

Step 2. Find the 16 -by- 16 matrix $C_{2}$ that pel forms the operations of both the low pass and high pass filters associated to the $D_{4}$ wavelets on the first half (the result of the low pass filter) of the processed signal from Step 1. (To construct this matrix you will again need to apply the periodic: filters, this time to a signal of length 8 , convert the result to a matrix format, then extend to a $16-\mathrm{by}-16$ matrix that acts as the identity on the last 8 characters.)

Step 3. Find the $16-\mathrm{by}$ - 16 matrix $C_{3}$ that perfoms the operations of both the low pass and high pass filters associated to the $D_{4}$ wavelets on the first half (the result of the low pass filter) of the processed signal from Step 2.

Now combinc these matrices $C_{1}, C_{2}$, and $C_{3}$ to construct the wavelet conversion matrix $C$. Use this matrix to process the image matrix, $X$.

To reverse the processing we need to invert the matrix $C$. Depending on the CAS used and the processing speed of youn computer, it might be faster to invert each of $C_{1}, C_{2}$, and $C_{3}$ and then combine these inverses appropriately.

Part 2: Creating an Image.
Use Pixel Images to produce a gray-scale image on a 16 -by- 16 grid or use the image produced in the Haar wavelets project. Repeat the remaining parts of Project 1 using the $D_{4}$ wavelets.

Part 3 (Optıonal): Compan 1 son of Haar Wavelets to $D_{4}$ Wavelets in Image Compression.

Compare the compiession ratios (or the number of zeros introduced into the processed matrix after thesholding) to the quality of the recomposed image using the Haar and $D_{4}$ wavelets. Which scems to produce better compression while still maintaimmg the integrity of the original image? Did you expect this? Explain.

### 4.6 DAUBECHIES WAVELETS WITH SIX REFINEMENT COEFFICIENTS

Your goal in this project is to create and work with $D_{6}$, the scaling function of Daubechies that has six refinement coefficients. Here are the requirements for this scaling function

1. Compact Support. The support of the scaling function is $0<t<5$.
2. Orthogonality. The identities from section 3.3 hold.
3. Regularity. Constant. linear, and quadratic functions can be written as linear combinations of clements in $\{\phi(t-k)\}$.

Part 1. Create the scaling function.
To create the scahng function, first determme the seven equations with six unknowns that arise fiom the conditions above. Next, solve these equations mumerically using Maple Then. make use of the cascade algorithm to generate $D_{6}$. You should notice that the gaph of $D_{6}$ is smoother than that of $D_{4}$.

Part 2. Create the motheı uravelet.
Now that the scalng function is created, you can create a graph of the mother wavelet by using the relationship between the two functions that is described in chapter 3.

Part 3: Folterning unth $D_{6}$
Problem 64 in section 37 describes a way to use filters based on $D_{4}$. Create the filters based on $D_{6}$ and then create a signal $s$ with length appropriate to
$D_{6}$. Use the periodic method to decompose this signal with the filters. Then recompose from the wavelet coefficients.

Part 4: More Faltering with $D_{6}$ (optional).
Now apply the method of problem 65 in section 3.7 to decompose the signal.
Then, recompose from the wavelet coefficients.

## Appendix A Vector Spaces and Inner Product Spaces

## A. 1 VECTOR SPACES

A signal is an ordered string of real numbers. The number of entries in the string is called the length of the string. We can add two signals componentwise and multiple a signal by any scalar smply by multiplying each component of the signal be that scalar. The collection of all signals of length $n$ is denoted $\mathbb{R}^{n}$. This set is closed under addition and multiplication by scalars By closed, we mean that of we add two signals in $\mathbb{R}^{n}$ or multiply a signal in $\mathbb{R}^{n}$ ly a real number. the result is another signal in $\mathbb{R}^{n}$. Other familiar and useful properties are satisfied as well. For example, it does not matter in which order signals ate added, addition is associative, multiplication by scalars distrobutes over the addition of signals, and so on. These openations of addlition and multiplication be scalas make $\mathbb{R}^{n}$ into what is known as a vector space. Heıc is a formal definition.

Definition. A set $V$ on which addition of elements and a multiplication by scalars (real mmbers) is defincel is a vector space and the clements of $V$ are called vector, if

1. $\mathbf{u}+\mathbf{v} \in V$ for all $\mathbf{u}, \mathbf{v} \in V$ ( $V$ is closed under addition)
2. $\mathbf{u}+\mathbf{v}=\mathbf{v}+\mathbf{u}$ for all $\mathbf{u}, \mathbf{v} \in V$ (addition in $V$ is commutative)
3. $(\mathbf{u}+\mathbf{v})+\mathbf{w}=\mathbf{u}+(\mathbf{v}+\mathbf{w})$ for all $\mathbf{u}, \mathbf{v}, \mathbf{w} \in V$ (addition is associative in $V$ )
4. There is an element $\mathbf{0}$ in $V$ so that $\mathbf{0}+\mathbf{v}=\mathbf{v}$ for all $\mathbf{v} \in V$ ( $V$ contains an additive identity, an clement that we label as $\mathbf{0}$ )
5. For each $\mathbf{v}$ in $V$ there is an clement $-\mathbf{v}$ in $V$ so that $\mathbf{v}+(-\mathbf{v})=\mathbf{0}$ (cach element in $V$ has an additive inverse in $V$ )
6. $k v \in V$ for all $v \in V, k \in \mathbb{R}$ ( $V$ is closed under multiplication by scalars)
7. $(k l) \mathbf{v}=k(l \mathbf{v})$ for all $\mathbf{v} \in V, k, l \in \mathbb{R}$ (scalars may be placed anywhere in a product)
8. $(k+l) \mathbf{v}=k \mathbf{v}+l \mathbf{v}$ for all $\mathbf{v} \in V, k, l \in \mathbb{R}$ (multiplication of vectors by scalars distributes over addition of scalars in $V$ )
9. $k(\mathbf{u}+\mathbf{v})=k \mathbf{u}+k \mathbf{v}$ for all $\mathbf{u}, \mathbf{v} \in V, k \in \mathbb{R}$ (multiplication by scalars distributes over addition of vectors in $V$ )
10. $1 \mathbf{v}=\mathbf{v}$ for all $\mathbf{v} \in V$.

The collection $\mathbb{R}^{n}$ of all signals of length $n$ is a vector space, called $n$ dimensional real space. The additive identity in this space is the signal whose components are all 0 . The additive inverse of a signal $\left[\mathbf{v}_{1}, v_{2}, \ldots, v_{n}\right]$ is the signal $\left[-v_{1},-v_{2}, \ldots,-v_{n}\right]$. (In chapters 1 and 2 , we represent signals as column vectors. There is an obvious identification of a column vector with a row vector, which we exploit in this appendix.)

The space $\mathbb{R}^{n}$ is just one example of a vector space. Anothen is the collection of all $m \times n$ matrices with ical entries under the standard addition and scalar multiplication of matrices.

An important example that is relevant to the study of wavelets is the vector space of all real valued functions of a real variable. Let

$$
F=\{f: \mathbb{R} \rightarrow \mathbb{R} \mid f \text { is a function }\}
$$

We define addition and multiplication by scalars on $F$ as follows: if $f$ and $g$ are elements of $F$ and $k$ is a real number, then
$(f+g)$ is the function defined by $(f+g)(t)=f(t)+g(t)$ for all $t \in \mathbb{R}$ $k f$ is the function defined by $(k f)(t)=k(f(t))$ for all $t \in \mathbb{R}$.

It is not hard to show that $F$ is a vertor space under these operations. The additive identity is the zero function, namely the function $z: \mathbb{R} \rightarrow \mathbb{R}$ defined
b. $z(t)=0$ for all $t \in \mathbb{R}$. The additive inverse of an clement $f \in F$ is the function $-f$ defined $b \cdot(-f)(t)=-(f(t))$ for all $t \in \mathbb{R}$.

## Problems

1. Show that $P_{2}$, the set of all quadratic polynomials, is a vector space under the standard addition and scalar multiplication of polynomials.
2. Show that $M_{2_{3}}$, the collection of all 2 -by-3 matrices with real entries, forms a vector space nuder the standard addition and scalar multiplication of matrices. Expheitly identify the additive identity. Explicitly identifv the additive inverse of each element.
3. Let $V_{0}$ be the set of all functions that are constant on the interval $[0,1)$. Prove that $V_{0}$ is a vector space under the addition and scalar multiplisation of functions defined in $F$.

A critical idea in working with vectors is whether or not a given vector can be expressed in temms of other vectors. Consider the vectors $[1,0]$ and $[0,1]$ in $\mathbb{R}^{2}$. What vectors mav be constructed from these two vectors, using only the operations defined on the vector space? Since a vector space is closed under multiplication by scalass, all vertors of the form $a[1,0]$ and $b[0,1]$ will be in $\mathbb{R}^{2}$ for any real numbers $a$ and $b$. Vector spaces are also closed under addition, hence each vector of the fom $a[1,0]+b[0,1]$ will also be in $\mathbb{R}^{2}$. Such a vector is called a linear combination of $[1,0]$ and $[0,1]$.

Mone generally; if we have any collection of vectors $v_{1}, v_{2}, \ldots, v_{n}$ in a vector space $V$. a vector of the form

$$
\alpha_{1} \mathbf{v}_{1}+\alpha_{2} \mathbf{v}_{2}+\ldots+\alpha_{n} \mathbf{v}_{n}
$$

where $a_{1}, a_{2}, \ldots, a_{n} \in \mathbb{R}$, is called a linear combination of $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}$. Note that $[a, b]=a[1,0]+b[0,1]$ for any vector $[a, b] \in \mathbb{R}^{2}$. So any vector in $\mathbb{R}^{2}$ can be written as a lincar combination of $[1,0]$ and $[0,1]$. We might say that the vectors $[1,0]$ and $[0,1]$ form a set of building blocks from which all the vectors in the space can be obtained through operations defined on the space. Such a set is called spannmig set and we sav that the set $\{[1,0],[0,1]\}$ span.s $\mathbb{R}^{2}$ and wite span $(\{[1,0],[0,1]\})=\mathbb{R}^{2}$.

It is possible to get all the vectors in $\mathbb{R}^{2}$ from sets other than $\{[1,0],[0,1]\}$. For example. $[a, b]=\frac{(a-b)}{2}[1,1]+\frac{(a-b)}{2}[1,-1]$, so $\{[1,1],[1,-1]\}$ also spans $\mathbb{R}^{2}$. As yet another example. $[a, b]=a[1,0]+b[0,1]+0[1,1]$, so the set $\{[1,0],[0,1],[1,1]\}$ spans $\mathbb{R}^{2}$ as well. However. notice that the vector $[1,1]$ is reduudant. This shows that spanning sets can be larger than we need to generate the entice space. Given a spanning set that contains redundant vectons, we mav iemove all unnecossary vectors and arrive at a smallest set that spans the space. A set will be a minmal spanning set when no vector
in the set can be written as a linear combination of the others. For example, in the set $\{[1,0],[0,1],[1,1]\}$, the vector $[1,1]$ can be written as $[1,0]+[0,1]$. So $[1,1]$ is a linear combination of $[1,0]$ and $[0,1]$. A set in which no vector can be written as a linear combination of the others is said to be a linearly independent set.

## Problems

4. Docs the set $\{[2,-1],[1,-1]\}$ span $\mathbb{R}^{2}$ ? Prove your answer. If not, what set docs $\{[2,-1],[1,-1]\}$ span? Is the set $\{[2,-1],[1,-1]\}$ linearly independent? Explain.
5. Does the set $\{[-1,1],[1,-1]\}$ span $\mathbb{R}^{2}$ ? Prove your answer. If not, what set does $\{[-1,1],[1,-1]\}$ span? Is the set $\{[-1,1],[1,-1]\}$ linearly independent? Explain.

A central ideal in linear algebra is the following:
Theorem. Let $V$ be a vector space that is spanned by a finite number of vectors. Then any two minimal spanning sets for $V$ have the same number of elements.

This theorem tells us that the number of elements in a minimal spanning set is a well defined characteristic of certain vector spaces. A vector space that is spanned by a finite number of elements is called a finite dimensional vector space. A ininimal spanning set for a finite dimensional vector space is called a basis for the vector space, and the number of elements in a basis of a finite dimensional vector space is said to be the dimension of the vector space. A basis for a vector space is a lincarly independent spanning set. It is not hard to see that $\{[1,0],[0,1]\}$ is a minimal spanning set for $\mathbb{R}^{2}$, so $\mathbb{R}^{2}$ is finite dimensional, has dimension 2 , and $\{[1,0],[0,1]\}$ is a basis for $\mathbb{R}^{2}$. Note that $\{[1,1],[1,-1]\}$ is also a basis for $\mathbb{R}^{2}$.
6. What is the dimension of $\mathbb{R}^{3}$ ? What is the dimension of $\mathbb{R}^{4}$ ? What is the dimension of $\mathbb{R}^{n}$ ? Explain.
7. Find a basis for the vector space $V_{1}$ of all functions constant on the inter vals $\left[0, \frac{1}{2}\right)$ and $\left[\frac{1}{2}, 1\right)$. What is the dimension of $V_{1}$ ?

## A. 2 SUBSPACES

There are signals of every length. However, it is only the collection of signals of the same length that form a vector space (Why?). When working with signals of different lengths, we can extend the shorter signal with zeros to make it longer. For example, a signal of length 4, (such as $[1,-1,1,0]$ ), can be made into a signal of leugth 8 by tacking on four 0 s at the end ( $[1,-1,1$, $0,0,0,0,0]$ ). In this way we can identify $\mathbb{R}^{4}$ with a subset of $\mathbb{R}^{8}$, namely the subset $W=\{[a, b, c, d, 0,0,0,0] \cdot a, b, c, d \in \mathbb{R}\}$. Because $\mathbb{R}^{4}$ is a vector space, $W$ might be one as well. It is not difficult to show that $W$ indeed satisfies the defining properties of a vector space. Since $W$ is a subset of a vector space $\left(\mathbb{R}^{8}\right)$, some of the vector space properties are automatically inherited from $\mathbb{R}^{8}$. Specifically, properties $2,3,7,8,0$, and 10 , listed in the definition in section A.1, must be satisfied $m W$ because they are satisfied in $\mathbb{R}^{8}$. As a result, to show $W$ is a vector space. we oulv need to verify that propet ties $1,4,5$, and 6 hold. This type of situation is encountered quite frequently. Since the subset $W$ of $\mathbb{R}^{8}$ is a vector space in its own right, $W$ is called a subspace of $\mathbb{R}^{8}$. A formal definition now follows.

Definition. Let $V$ be a vector space. A subset $W$ of $V$ is a subspace of $V$ if $W$ is a vector space usmg the addition and scalar multiplication from $V$.

The discussion above hints at the following theorem
The Subspace Theorem. Let $V$ be a vector space A subset $W$ of $V$ is a subspace of $V$ if

1. $\mathbf{v}+\mathbf{w} \in W$ for all $\mathbf{v}, \mathbf{w} \in W$,
2. There is an clement $\mathbf{0}$ in $W$ so that $\mathbf{0}+\mathbf{w}=\mathbf{w}$ for all $\mathbf{w} \in W$, and
3. $k \mathbf{w} \in W$ for all $\mathbf{w} \in W, k \in \mathbb{R}$.

Subspares arise in many settings. Two more examples follow.
It is well-known that the sum of two continuous functions is a continuous function, any scalar multiple of a continuous function is a contimuous function, and the zero function is a coutimous function. The subspace theorem proves that the set of all contimuous functions from $\mathbb{R}$ to $\mathbb{R}$ is a subspace of $F$. The same is truc of the set of all differentiable functions from $\mathbb{R}$ to $\mathbb{R}$.

Next, let $U$ be the set of all functions from $\mathbb{R}$ to $\mathbb{R}$ that are constant on the interval $[0,1]$. If we add two such functions, the sum is again constant on $[0,1]$ and if we multiply by anv scalar (including 0 ), the product is also constant on $[0,1]$. The set $U$ is therefore a subspace of $F$.

There are other examples of subspaces that are especially relevant in the study of wavelets. One is the set $V_{0}$ consisting of all functions from $\mathbb{R}$ to $\mathbb{R}$ that are constant on [0.1) and 0 everywhere else. This $V_{0}$ is a subspace of $U$.

## Problems

8. Let $W=\{[a, b, a+b]: a, b \in \mathbb{R}\}$. Is $W$ a subspace of $\mathbb{R}^{3}$ ? Prove your auswer. If $W$ is a subspace of $\mathbb{R}^{3}$, find a basis for $W$.
9. Let $W=\{[a, b, a b]: a, b \in \mathbb{R}\}$. Is $W$ a subspace of $\mathbb{R}$ ? Prove your answer. If $W$ is a sulspace of $\mathbb{R}^{3}$, find a basis for $W$.
10. Let $V_{2}$ be the set of all functions constant on the intervals $\left[0, \frac{1}{4}\right),\left[\frac{1}{4}, \frac{1}{2}\right)$, $\left[\frac{1}{2}, \frac{3}{4}\right)$, and $\left[\frac{3}{4}, 1\right)$ and zero elsewhere. Is $V_{2}$ a subspace of $F$ ? Prove your auswer. If $V_{2}$ is a subspace of $F$, find a basis for $V_{2}$.

## A. 3 INNER PRODUCT SPACES

We can think of signals in $\mathbb{R}^{n}$ as points or vectors in $n$ dimensional real space. As such, we can find the distance from the origin to a signal, or the length of the vector in $\mathbb{R}^{n}$, via the distance formula. That is, if $\mathbf{s}=\left[s_{1}, s_{2}, \ldots, s_{n}\right]$ is a signal in $\mathbb{R}^{n}$, the distance (or the Euclidean distance) from $s$ to the origin, denoted $\|s\|$, is

$$
\|\mathbf{s}\|=\sqrt{s_{1}^{2}+s_{2}^{2}+\cdots+s_{n}^{2}} .
$$

This distance is related to a psendo-product in $\mathbb{R}^{n}$ called the dot product. The dot product of two signals $\mathbf{r}=\left[r_{1}, r_{2}, \ldots, r_{n}\right]$ and $\mathbf{s}=\left[s_{1}, s_{2}, \ldots, s_{n}\right]$ in $\mathbb{R}^{n}$ is defined by

$$
\mathbf{r} \cdot \mathbf{s}=s_{1} r_{1}+s_{2} r_{2}+\cdots+s_{n} r_{n}
$$

Note that $\mathbf{r} \cdot \mathbf{s}$ is related to the distance described above by

$$
\|\mathbf{s}\|=\sqrt{\mathbf{s} \cdot \mathbf{s}}
$$

The dot product can be used to find angles between two vectors in $\mathbb{R}^{n}$. The standard formula, found in most multivariable calculus or linear algebra texts, tells us that the angle, $\theta$, between two nonzero vectors $r$ and $s$ is found through the equation

$$
\cos (\theta)=\frac{\mathbf{r} \cdot \mathbf{s}}{\|\mathbf{r}\|\|\mathbf{s}\|}
$$

## Problems

11. Use the dot product to find the angle between the vectors $[1,0,1,1]$ and $[0,1,1,1]$ in $\mathbb{R}^{4}$.
12. Use the dot product to find the angle between the vectors $[1,0]$ and $[0,1]$ in $\mathbb{R}^{2}$. Should vout have expected the result? Why?

The dot product satisfies certain familiar pioperties for any $\mathbf{r}, \mathbf{s}$, and $\mathbf{q}$ in $\mathbb{R}^{n}$ :

1. $\mathbf{r} \cdot \mathbf{s}=\mathbf{s} \cdot \mathbf{r}$ for any $\mathbf{r}, \mathbf{s}$.
2. $(\mathbf{r}+\mathbf{s}) \cdot \mathbf{q}=\mathbf{r} \cdot \mathbf{q}+\mathbf{s} \cdot \mathbf{q}$ for any $\mathbf{q}, \mathbf{r}, \mathbf{s}$.
3. $\mathbf{s} \cdot \mathbf{s} \geq 0$ with equality if and only if $\mathbf{s}=\mathbf{0}$.
4. $k(\mathbf{r} \cdot \mathbf{s})=(k \mathbf{r}) \cdot \mathbf{s}=\mathbf{r} \cdot(k \mathbf{s})$ for any $\mathbf{r}$ and $\mathbf{s}$, and any real number $k$.

The dot product is not the only "product" that satisfics these properties. For example, define $\langle r . s\rangle$ to be the maximum of all the quantities $\left|s_{2}-r,\right|$ for $i$ from 1 to $n$. It is not difficult to show that this "product" satisfies the same properties as the dot product.

It is also possible to have a "product" in vector spaces other than $\mathbb{R}^{n}$. Consider the vector space $F[0,1]$ consisting of all real valued functions defined on the interval $[0.1]$. The set $C[0,1]$ of all contimous functions in $F[0,1]$ is a subspace of $F[0,1]$. For $f, g$ in $C[0,1]$, we define

$$
\begin{equation*}
\langle f, g\rangle=\int_{0}^{1} f(t) g(t) d t \tag{A.1}
\end{equation*}
$$

The basic properties of the definite integral from calculus show that this "product" also satisfies the same properties as the dot product. Any such rule is called an mne, product Here is a formal definition.

Definition. Let $V$ be a vector spacc. An inner pioduct on $V$ is a function that assigns to each pan of vectors $\mathbf{u}, \mathbf{v}$ in $V$ a real number, denoted $\langle\mathbf{u}, \mathbf{v}\rangle$, satisfying the following:

1. $\langle\mathbf{u}, \mathbf{v}\rangle=\langle\mathbf{v}, \mathbf{u}\rangle$ fot all $\mathbf{u}, \mathbf{v} \in V$.
2. $\langle k \mathbf{u}, \mathbf{v}\rangle=k\langle\mathbf{u}, \mathbf{v}\rangle=\langle\mathbf{u}, k \mathbf{v}\rangle$ for all $\mathbf{u}, \mathbf{v} \in V$ and $k \in \mathbb{R}$.
3. $\langle\mathbf{u}+\mathbf{v}, \mathbf{w}\rangle=\langle\mathbf{u} . \mathbf{w}\rangle+\langle\mathbf{v}, \mathbf{w}\rangle$ for all $\mathbf{u}, \mathbf{v}, \mathbf{w} \in V$.
4. $\langle\mathbf{v} . \mathbf{v}\rangle \geq 0$ for all $\mathbf{v} \in V$ with equality if and only if $\mathbf{v}=\mathbf{0}$.

If $V$ is a vector space on which an inner product. $\langle$,$\rangle , is defined, the pan$ $(V .()$,$) is called an tumet product space.$

Just as with the dot product, we can define the "length" or norm of a vector in an inner product space and the angle betwern any two vectors in an imer ploduct space. If $\mathbf{u}$ and $\mathbf{v}$ ate vectors in an inmer ploduct space, then
the length of the vector $\mathbf{u}$ is $\|\mathbf{u}\|=\sqrt{\langle\mathbf{u}, \mathbf{u}\rangle}$, and the angle, $\theta$, between $\mathbf{u}$ and $v$ is given by

$$
\cos (\theta)=\frac{\langle\mathbf{u}, \mathbf{v}\rangle}{\|\mathbf{u}\|\|\mathbf{v}\|}
$$

For example, in the space $C[0,1]$,

$$
\|t\|=\sqrt{\int_{0}^{1} t^{2} d t}=\sqrt{\left.\frac{t^{3}}{3}\right|_{0} ^{1}}=\sqrt{\frac{1}{3}} \text { and }\left\|t^{2}\right\|=\sqrt{\int_{0}^{1} t^{4} d t}=\sqrt{\left.\frac{t^{5}}{5}\right|_{0} ^{1}}=\sqrt{\frac{1}{5}}
$$

A key idea in working with vectors in inner product spaces is the notion of orthogonality. Two vectors in an inner product space are orthogonal if the angle between the vectors is $\frac{\pi}{2}$ radians. This is a generalization of the concept of perpendicular vectors in $\mathbb{R}^{n}$. A consequence of the formula for the angle between two vectors is the following theorem.

Theorem. Two nonzero vectors $\mathbf{u}$ and $\mathbf{v}$ in an inner product space are orthogonal if and only if $\langle\mathbf{u}, \mathbf{v}\rangle=0$.

## Problems

13. The notion of the angle between functions in the inner product space $C[0,1]$ differs from the idea of the angle between curves as we discuss it in calculus. When we graph functions in Euclidean space, we are concerned about orientation, or the direction in which we move as we travel along a curve. Let $f$ and $g$ be functions in $C[0,1]$ defined by $f(t)=t$ and $g(t)=1-t$.
(a) Draw the graphs of these functions and find the angle between them in the plane.
(b) As vectors in $C[0,1]$ we no longer care what the graphs of the functions look like, we simply think of them as elements of a set. Now find the "angle" between the functions using the inner product (A.1). Do your results agree?
14. (a) Which of the following pairs $f, g$ are orthogonal in $C[0,1]$ ? Explain.
i. $f(t)=2+t, \quad g(t)=1-t$
ii. $f(t)=t^{2}, g(t)=t-\frac{3}{4}$
(b) Define $f, g \in C[0,1]$ by $f(t)=a t+1$ and $g(t)=b t-1$. Using the inneı product (A.1), find all values of $a$ and $b$ for which $f$ and $g$ are orthogonal. Draw graphs to illustrate.

## A. 4 THE ORTHOGONAL DECOMPOSITION THEOREM

The notion of orthogonality leads us to consider the notion of orthogonal subspaces. To illustrate, let $I=\{(a, 0): a \in \mathbb{R}\}$ and $J=\{(0, b): b \in \mathbb{R}\}$. Then $I$ is the $x$-axis in the plane and $J$ is the $y$-axis. It is not difficult to show that $I$ and $J$ are subspaces of $\mathbb{R}^{2}$. If we take the dot product of the vector ( $a, 0$ ) in $I$ and the vector $(0, b)$ in $J$, we get $(a, 0) \cdot(0, b)=a 0+0 b=0$. This shows that every nonzero vector in $I$ is orthogonal to every nonzero vector in J. When this happens we say that $I$ and.$J$ are orthogonal subspaces in $\mathbb{R}^{2}$.

More generally, let $V$ be an inner product space and $W$ a subspace of $V$. An important subspace of $V$ related to $W$ is the orthogonal complement of $W$ in $V$. The orthogonal complement of $W$ is the set

$$
W^{\perp}=\{\mathbf{v} \in V:\langle\mathbf{v}, \mathbf{w}\rangle=0 \text { for all } \mathbf{w} \in W\}
$$

Verifying that $W^{\perp}$ is in fact a subspace of $V$ is simply a matter of applying the definition of $W^{\perp}$ and properties of inner products

## Examples:

1. Let $V=\mathbb{R}^{2}$ with the dot product as its imeer product and

$$
W=\{[a, 0]: a \in \mathbb{R}\} .
$$

Then $W^{\perp}=\{[0, b]: b \in \mathbb{R}\}$.
2. Let $V=C[0,1]$ with the integral inner product and $W$ the set of all functions constant on $[0,1]$. Then $f \in W^{\perp}$ if $\int_{0}^{1} c: f(t) d t=0$ for any constant $c$. This will only happen if $\int_{0}^{1} f(t) d t=0$. Thus

$$
W^{\perp}=\left\{f \in C[0,1]: \int_{0}^{1} f(t) d t=0\right\}
$$

An example of a function in $W^{\perp}$ is $f(t)=1-2 t$.
Orthogonality makes ceitain computations in inner product spaces straightforwaid. For example, suppose $B=\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right\}$ is a basis for an inner pioduct space in which distinct vectors are oithogonal. In other words, $\left\langle\mathbf{v}_{\mathbf{r}}, \mathbf{v}_{\boldsymbol{\jmath}}\right\rangle=0$ if $i \neq j$. Such a basis is called an orthogonal basıs. Suppose we choose an element $v \in V$. Since $B$ is a basis for $V$, we can write

$$
\mathbf{v}=\alpha_{1} \mathbf{v}_{1}+\alpha_{2} \mathbf{v}_{2}+\cdots+\alpha_{n} \mathbf{v}_{n}=\sum_{i=1}^{n} \alpha_{i} \mathbf{v}_{i}
$$

for some ieal numbers $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}$. Then

$$
\left\langle\mathbf{v}, \mathbf{v}_{i}\right\rangle=\left\langle\sum_{j=1}^{n} \alpha_{i}, v_{l}, \mathbf{v}_{i}\right\rangle=\sum_{j=1}^{n} \alpha_{j}\left\langle\mathbf{v}_{j}, \mathbf{v}_{i}\right\rangle=\alpha_{i}\left\langle\mathbf{v}_{i}, \mathbf{v}_{i}\right\rangle .
$$

Thus, $\alpha_{i}=\frac{\left(v_{1}, v_{v}\right)}{\left(v_{v}, v_{2}\right)}$ for each $i$ and

$$
\begin{equation*}
\mathbf{v}=\frac{\left\langle\mathbf{v}, \mathbf{v}_{1}\right\rangle}{\left\langle\mathbf{v}_{1}, \mathbf{v}_{1}\right\rangle} \mathbf{v}_{1}+\frac{\left\langle\mathbf{v}, \mathbf{v}_{2}\right\rangle}{\left\langle\mathbf{v}_{2}, \mathbf{v}_{2}\right\rangle} \mathbf{v}_{2}+\cdots+\frac{\left\langle\mathbf{v}, \mathbf{v}_{n}\right\rangle}{\left\langle\mathbf{v}_{n}, \mathbf{v}_{n}\right\rangle} \mathbf{v}_{n}=\sum_{i=1}^{n} \frac{\left\langle\mathbf{v}, \mathbf{v}_{i}\right\rangle}{\left\langle\mathbf{v}_{i}, \mathbf{v}_{2}\right\rangle} \mathbf{v}_{2} \tag{A.2}
\end{equation*}
$$

This tells us that to compute the coefficients of a given vector with respect to an orthogonal basis, we need only calculate $2 n$ inner products, where $n$ is the number of elements in the basis.

## Problems

15. Let $B=\{[1,0,1],[0,1,0],[-1,0,1]\}$. Show that $B$ is an orthogonal basis for $\mathbb{R}^{3}$. Find the coefficients of the vector $[1,2,3]$ with respect to the basis B.

The formula (A.2) can be simplified under certain conditions. If each of the vectors $\mathbf{v}_{i}$ satisfies $\left\|\mathbf{v}_{i}\right\|=\sqrt{\left\langle\mathbf{v}_{i}, \mathbf{v}_{\mathbf{i}}\right\rangle}=1$ (or has norm equal to 1 ), then (A.2) becomes

$$
\mathbf{v}=\left\langle\mathbf{v}, \mathbf{v}_{1}\right\rangle \mathbf{v}_{1}+\left\langle\mathbf{v}, \mathbf{v}_{2}\right\rangle \mathbf{v}_{2}+\cdots+\left\langle\mathbf{v}, \mathbf{v}_{n}\right\rangle \mathbf{v}_{n}=\sum_{i=1}^{n}\left\langle\mathbf{v}, \mathbf{v}_{2}\right\rangle \mathbf{v}_{2} .
$$

An orthogonal basis that has the property that every basis vector has norm 1 is called an orthonormal basis. With an orthonormal basis, computations are quick and easy.

An important question arises here. Is it always possible to find an orthogonal basis for an inner product space? The answer is yes. There is a method by which an orthogonal basis for a finite dimensional inner product space can be constructed from any basis. This method is called the Gram-Schmidt process and can be found in most linear algebra texts.

We can take the idea of orthogonality even further. Suppose $V$ is a finite dimensional inner product space and $W$ is a subspace of $V$. Now $W$ will have a basis and from it we can construct an orthogonal basis for $W$, say $B=\left\{w_{1}, w_{2}, \ldots, w_{h}\right\}$. If $v \in V$, then there is a vector $v_{B}$ in $W$ associated to $v$, namely

$$
\begin{equation*}
\mathbf{v}_{B}=\frac{\left\langle\mathbf{v}, \mathbf{w}_{1}\right\rangle}{\left\langle\mathbf{w}_{1}, \mathbf{w}_{1}\right\rangle} \mathbf{w}_{1}+\cdots+\frac{\left\langle\mathbf{v}, \mathbf{w}_{k}\right\rangle}{\left\langle\mathbf{w}_{h}, \mathbf{w}_{h}\right\rangle} \mathbf{w}_{k}=\sum_{i=1}^{k} \frac{\left\langle\mathbf{v}, \mathbf{w}_{i}\right\rangle}{\left\langle\mathbf{w}_{2}, \mathbf{w}_{i}\right\rangle} \mathbf{w}_{\mathbf{2}} . \tag{A.3}
\end{equation*}
$$

Of what use is this ves:tor $v_{B}$ ? Let's look at an example.
Let $\mathbf{w}_{1}=[1,1,1], \mathbf{w}_{2}=[0,1,-1]$, and $B=\left\{\mathbf{w}_{1}, \mathbf{w}_{2}\right\}$. Then $W=\operatorname{span}(B)$ is a subspace of $\mathbb{R}^{3}$. Since $\mathbf{w}_{1} \cdot \mathbf{w}_{2}=0, B$ is an orthogonal basis for $W$. Note that, since $\left\|\mathbf{w}_{1}\right\|=\sqrt{\mathbf{w}_{1} \cdot \mathbf{w}_{1}}=\sqrt{3}$ and $\left\|\mathbf{w}_{2}\right\|=\sqrt{\mathbf{w}_{2} \cdot \mathbf{w}_{2}}=\sqrt{2}, B$ is not an
orthonormal basis for $W$. However, the set

$$
B^{\prime}=\left\{\frac{\mathbf{w}_{1}}{\left\|\mathbf{w}_{1}\right\|}, \frac{\mathbf{w}_{2}}{\left\|\mathbf{w}_{2}\right\|}\right\}=\left\{\left[\frac{1}{\sqrt{3}}, \frac{1}{\sqrt{3}}, \frac{1}{\sqrt{3}}\right],\left[0, \frac{1}{\sqrt{2}},-\frac{1}{\sqrt{2}}\right]\right\}
$$

is an orthonormal basis for $W$. If $v=[3,-1,2]$, then (A.3) yields

$$
\mathbf{v}_{B}=\frac{\mathbf{v} \cdot \mathbf{w}_{1}}{\left\|\mathbf{w}_{1}\right\|^{2}} \mathbf{w}_{1}+\frac{\mathbf{v} \cdot \mathbf{w}_{2}}{\left\|\mathbf{w}_{2}\right\|^{2}} \mathbf{w}_{2}=\frac{4}{3}[1,1,1]+\frac{-3}{2}[0,1,-1]=\left[\frac{4}{3},-\frac{1}{6}, \frac{17}{6}\right] .
$$

Since $\mathbf{v}_{B}$ is a linear combination of $\mathbf{w}_{1}$ and $\mathbf{w}_{2}$, it follows that $\mathbf{v}_{B} \in W$. If we let $\mathbf{z}=\mathbf{v}-v_{B}$, then a straightforward calculation shows that $\langle\mathbf{z}, \mathbf{w}\rangle=0$ for any $\mathbf{w} \in W$. This shows that $\mathbf{v}_{B}$ is in $W$ while $\mathbf{v}-\mathbf{v}_{B}$ is in $W^{\perp}$. Hence we are able to decompose the vector $\mathbf{v}$ into a sum of a vector in $W$ and a vector in $W^{\perp}$. A natural question to ask is, given any subspace $W$ and vector $\mathbf{v}$, can we decompose $\mathbf{v}$ into such a sum?

## Problems

16. Show that $(\mathbf{z}, \mathbf{w}\rangle=0$ for any $\mathbf{w} \in W$, where $\mathbf{z}$ is defined as in the previous example.
17. Let $B=\{[0,0,1,1],[1,1,0,0],[-1,1,1,-1]\}$ and let $W=\operatorname{span}(B)$. Show that $B$ is an orthogonal basis for $W$ and find $v_{B}$ if $v=[2,-1,3,1]$. Prove that $\mathbf{v}-v_{B}$ is in $W^{\perp}$.
18. Let $B=\{t, 3 t-2\}$ and let $W=\operatorname{span}(B)$. Consider $W$ to be a subspace of the inmer product space $C[0,1]$ using the inner product (A.1). Show that $B$ is an orthogonal basis for $W$ and find $g_{B}$ if $g(t)=t^{3}$. Prove that $g-g_{B}$ is in $W^{\perp}$.

The formula (A.3) will allow us to show that the decomposition of a vector as mentioned earlier always exist. The subsequent discussion will lead us to an important theorem that guarantees this result. We have seen that if $B=\left\{\mathbf{w}_{1}, \mathbf{w}_{2}, \ldots, \mathbf{w}_{h}\right\}$ is an orthogonal basis for $W$ and if $\mathbf{v} \in V$, then

$$
\mathbf{v}_{B}=\sum_{i=1}^{h} \frac{\left\langle\mathbf{v}, \mathbf{w}_{2}\right\rangle}{\left\langle\mathbf{w}_{\imath}, \mathbf{w}_{2}\right\rangle} \mathbf{w}_{1} \in W
$$

The vector $v_{B}$ is called the projection of $v$ onto $W$. To show that $v-v_{B}$ is a vector in $W^{\perp}$, we need to verify that $\left\langle\mathbf{v}-\mathbf{v}_{B}, \mathbf{w}\right\rangle=0$ for all $\mathbf{w} \in W$. To do so, let $\mathbf{w} \in W$. Then

$$
\mathbf{w}=\beta_{1} \mathbf{w}_{1}+\beta_{2} \mathbf{w}_{2}+\ldots+\beta_{k} \mathbf{w}_{k}=\sum_{i=1}^{h} \beta_{j} \mathbf{w}_{j}
$$

for some real numbers $\beta_{1}, \beta_{2}, \ldots, \beta_{k}$. Keeping in mind that $B$ is an orthogonal basis, we have

$$
\begin{aligned}
\left\langle\mathbf{v}-\mathbf{v}_{B}, \mathbf{w}\right\rangle & =\langle\mathbf{v}, \mathbf{w}\rangle-\left\langle\mathbf{v}_{B}, \mathbf{w}\right\rangle \\
& =\langle\mathbf{v}, \mathbf{w}\rangle-\left\langle\mathbf{v}_{B}, \sum_{j=1}^{h} \beta_{j} \mathbf{w}_{j}\right\rangle \\
& =\langle\mathbf{v}, \mathbf{w}\rangle-\sum_{j=1}^{k} \beta_{j}\left\langle\mathbf{v}_{B}, \mathbf{w}_{j}\right\rangle \\
& =\langle\mathbf{v}, \mathbf{w}\rangle-\sum_{j=1}^{k} \beta_{j}\left\langle\sum_{i=1}^{h} \frac{\left\langle\mathbf{v}, \mathbf{w}_{2}\right\rangle}{\left\langle\mathbf{w}_{i}, \mathbf{w}_{i}\right\rangle} \mathbf{w}_{i}, \mathbf{w}_{j}\right\rangle \\
& =\langle\mathbf{v}, \mathbf{w}\rangle-\sum_{j=1}^{k} \beta_{j}\left\langle\frac{\left\langle\mathbf{v}, \mathbf{w}_{j}\right\rangle}{\left\langle\mathbf{w}_{j}, \mathbf{w}_{j}\right\rangle} \mathbf{w}_{j}, \mathbf{w}_{j}\right\rangle \\
& =\langle\mathbf{v}, \mathbf{w}\rangle-\sum_{j=1}^{k} \beta_{j} \frac{\left\langle\mathbf{v}, \mathbf{w}_{j}\right\rangle}{\left\langle\mathbf{w}_{j}, \mathbf{w}_{j}\right\rangle}\left\langle\mathbf{w}_{j}, \mathbf{w}_{j}\right\rangle \\
& =\langle\mathbf{v}, \mathbf{w}\rangle-\sum_{j=1}^{h} \beta_{j}\left\langle\mathbf{v}, \mathbf{w}_{j}\right\rangle \\
& =\langle\mathbf{v}, \mathbf{w}\rangle-\left\langle\mathbf{v}, \sum_{j=1}^{k} \beta_{j} \mathbf{w}_{j}\right\rangle \\
& =\langle\mathbf{v}, \mathbf{w}\rangle-\langle\mathbf{v}, \mathbf{w}\rangle \\
& =0 .
\end{aligned}
$$

Hence, we have shown that $v-v_{B}$ is in $W^{\perp}$. The vector defined by (A.3) is called the projection of $v$ onto $W$ and the difference $v-v_{B}$ is the projection of $v$ perpendicular (or orthogonal) to $W$. (The difference is also called the residual.) The general result is known as the Orthogonal Decomposition Theorem, which may be stated as follows:

The Orthogonal Decomposition Theorem. If $W$ is a finite-dimensional subspace of an inner product space $V$, then any $v \in V$ can be written uniquely as $\mathbf{v}=\mathbf{w}+\mathbf{w}_{\perp}$, where $\mathbf{w} \in W$ and $\mathbf{w}_{\perp} \in W^{\perp}$.

We repıesent this theorem symbolically by writing $V=W \oplus W^{\perp}$. Note that we have shown that if $\left\{w_{1}, w_{2}, \ldots, w_{k}\right\}$ is an orthogonal basis for $W$, then $\mathbf{w}$, as described in the Orthogonal Decomposition Theorem, is found by

$$
\mathbf{w}=\frac{\left\langle\mathbf{v}, \mathbf{w}_{1}\right\rangle}{\left\langle\mathbf{w}_{1}, \mathbf{w}_{1}\right\rangle} \mathbf{w}_{1}+\cdots+\frac{\left\langle\mathbf{v}, \mathbf{w}_{h}\right\rangle}{\left\langle\mathbf{w}_{h}, \mathbf{w}_{k}\right\rangle} \mathbf{w}_{h}=\sum_{i=1}^{h} \frac{\left\langle\mathbf{v}, \mathbf{w}_{2}\right\rangle}{\left\langle\mathbf{w}_{\mathbf{2}}, \mathbf{w}_{\mathbf{2}}\right\rangle} \mathbf{w}_{\mathbf{2}}
$$

and $w_{\perp}=v-w$ The only thing we have not yet verified is the uniqueness. This issue is addressed in the exercises.
19. If $V$ is an inner product space and $W$ is a subspace of $V$, what is $W \cap W^{\perp}$ ? Prove your answer.
20. Prove the uniqueness portion of the Orthogonal Decomposition Theorem.
Hint: Use the result from problem 19.
21. Let $V_{1}$ be the subspace of the inner product space $F[0,1]$ (using the integral imer product) consisting of all functions constant on the intervals $\left[0, \frac{1}{2}\right)$ and $\left(\frac{1}{2}, 1\right)$. Let $\phi$ and $\psi$ be defined by

$$
\phi(t)=\left\{\begin{array}{ll}
1, & \text { if } 0 \leq t<\frac{1}{2} \\
1, & \text { if } \frac{1}{2} \leq t<1
\end{array} \quad \text { and } \quad \psi(t)=\left\{\begin{array}{ll}
1, & \text { if } 0 \leq t<\frac{1}{2} \\
-1, & \text { if } \frac{1}{2} \leq t<1
\end{array} .\right.\right.
$$

(a) Show that $B=\{\phi, \psi\}$ is an orthogonal basis for $V_{1}$. Is $B$ an orthonormal basis? Explain. If not, construct an orthonormal basis for $V_{1}$ from $B$.
(b) Let $f \in F[0,1]$ be defined by $f(t)=t^{2}+1$. Use the Orthogonal Decomposition Theorem to find $f V_{1}$ and $f_{V_{1}}$. Verify that

$$
f=f_{V_{1}}+f_{V_{1} \perp}
$$
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## Appendix B Maple Routines

This appendix contains Maple routines for some of the problems and projects in the book. Maple commands are indicated on the lines beginning with the > symbol. All Maple commands end with a colon (:) or a semi-colon (;).

## B. 1 MATRIX GENERATOR

This loop will genciate the wavelet processing matrices, $M=M_{n}$ and $A=A_{k}$, for $n=2^{h}$, where $k$ is specified in the second line of the algorithm below. Duning the process, matrices M.t are created that can be used to perform the varous steps in the processing stages as discussed in section 2.6. These matrices are responsible for the images in figures 2.6 and 2.7 . Note that $M_{n}^{-1}=A_{h}$.

```
> with(linalg):
> k:=5: n.0:=2^k: for t from 1 to k do n.t:=n.0/2^t: od:
> for t from O to k-1 do M.t := matrix(n.0,n.0,proc (i,j) if
> (i<=(n.t/2) and (2*i-1)<=j and j<=(2*i)) then (1/2) elif
> (i> (n.t/2) and i<=n.t and (2*(i-n.t/2)-1)<=j
> and j<=(2*(i-n.t/2)))
> then (1/2)*(-1)`(j+1)
```

```
> elif (i>n.t and i=j) then 1 else 0 fi end:
> od:
> M:=M.O: A:=inverse(M.0):
>for q from 1 to k-1 do M := multiply(M.q,M):
> A := multiply(A,inverse(M.q)): od:
```


## B. 2 PROCESSING SAMPLED DATA

We will need the linalg and plots packages.
> with(linalg): with(plots):
Since we convert the data to strings of length 8 for processing, we need to input the 8 -by- 8 wavelet conversion matrix A8 and its inverse, A8inv. We can compute this as shown in the matrix generator routine.

Before implementing the Maple routine below we must first compute a8 and A8inv as discussed above.

Now define the function to be sampled using Maple's function syntax.

```
>f := t -> sin(20*t)* ln(t) ~2;
> plot(f(t),t=0..1);
```

Next sample the function at $N$ (chosen here to be 32 ) evenly spaced points. The storage location data contains the function values at the N points, and pts is a list of the data points for plotting purposes.

```
> N := 32;
> data := [seq(evalf(f(i/N)),i=1..N)]:
> pts := [seq([i/N,data[i]],i=1..N)]:
```

To plot the data points, use the plot command.

```
> plot(pts,x=0..1,color=blue);
```

Save the data plot in a variable data_plot to compare to processed data later.

```
> data_plot:=plot(pts,x=0..1,color=blue):
```

Collect the data in groups of 8 .

```
>for i from. 1 to N/8 do
> data.i := matrix(8,1,(r,s) -> data[8*(i-1)+r]); od;
```

Now we convert to wavelet coefficients by multiplying by the wavelet conversion matrix $A 8$.

```
> for i from 1 to N/8 do wave_data.i:=multiply(A8,data.i): od:
```

Maple computes exact values when possible. The next loop uses the evalf command to convert to decimal form.

```
> for i from 1 to N/8 do wave_data.i:=map(evalf,wave_data.i); od;
```

To process the data. set a tolerance to eliminate some data. Each data entry whose absolute value is less than the tolerance level gets set to 0 .

```
> tolerance := 0.05;
> for i from 1 to N/8 do for j from 1 to 8 do if
> abs(wave_data.i[j,1])<tolerance
> then wave_data.i[j,1]:=0: fi: od: od:
```

The next loop prints the processed data after keep or kill.

```
> for i from 1 to N/8 do evalm(wave_data.i); od;
```

To deprocess the processed data apply A8inv.

```
> for i from 1 to N/8 do newdata.i := multiply(A8inv,wave_data.i): od:
```

The reconstructed data after thresholding is stored in recon_data.

```
> recon_data := [seq(seq(newdata.i[j,1],j=1..8),i=1..N/8)]:
```

To plot. the reconstructed data is saved as new_pts.

```
> new_pts := [seq([i/N,recon_data[i]],i=1..N)]:
```

The next commands plot the reconverted data points as newdata_plot and compare to the original data plot.

```
> newdata_plot:=plot(new_pts,x=0..1,color=red):
> display({data_plot,newdata_plot});
```


## B. 3 PROJECTIONS ONTO WAVELET SPACES

First define the father and mother wavelets.

```
> phi := t >> piecewise(0<= t and t < 1, 1, t < 0 or 1<= t, 0);
> psi := t -> piecewise(0<= t and t < 1/2, 1, 1/2<= t
> and t<= 1, -1, t< 0 or 1< t, 0);
```

Define the inner product on $L^{2}[0,1]$.

```
> ip := (f,g) -> int(f*g,t=0..1);
```

Then define the general daughter wavelet.
> psi_dt := (t,j,k) $\rightarrow$ psi( $\left.2^{\sim} j * t-k\right)$;
Now define a function to project onto wavelet space.

```
> f := t -> cos(2*Pi*t);
> plot(f(t),t=0..1);
```

Specify $n$ to project onto $V_{n}$.

```
> n := 4;
```

Next define the wavelet sons.

```
for r from O to n-1 do for s from 0 to 2"r-1 do
> psi.r.s := psi_dt(t,r,s); od; od;
```

Since $B_{n}$ is an orthogonal basis for $V_{n}$, to find the wavelet coefficients a.r.s simply compute inner products. Then add the various projections together. The next loop does that.

```
> proj := ip(f(t),phi(t))*phi(t):
for r from 0 to n-1 do for s from 0 to 2'r-1 do
> a.r.s := ip(f(t),psi.r.s)/ip(psi.r.s,psi.r.s);
> proj := proj + a.r.s*psi.r.s; od; od;
```

Plot the graphs to compare.

```
> plot({f(t),proj},t=0..1);
```


## B. 4 THE CASCADE ALGORITHM

First enter the function to use as the starting point for the procedure. Here, the tent function is used. (Note: the piecewise command assigns a function the value of 0 on any interval on which it has not been defined.)

```
> f := t -> piecewise(-1<=t and t<0,1+t,0<=t and t<1,1-t);
```

Set this function to the base step, f.0.

```
> f.0 := f(t):
```

Enter the dilation coefficients in a vector $c$. In this loop the dilation coefficients for the $D_{4}$ wavelet are used.

```
> c:=[(1+sqrt(3))/4,(3+sqrt(3))/4,(3-sqrt(3))/4,(1-sqrt(3))/4];
```

Then set bounds for the sum
> c_init:=0: c_fin:=3:
 times.

```
>N:= 3: for j from 0 to N-1 do
> f.(j+1) := sum(c[k+1]*subs(t=2*t-k,f.j), k=c_init..c_fin):
> od:
```

To create an animation of the proccss, load the plots package.

```
> with(plots):
```

The following loop constructs the graphs of the iterates created through the cascade algonthm.

```
> for q from 0 to 3 do p.q:=plot(f.q,t=-1..4): od:
```

The next lines create a vector containing these plots and then displays them in sequence.

```
> L := [seq(p.s,s=0..3)]:
> display(L,insequence=true);
```


## B. 5 PROCESSING AN IMAGE FROM Pixel Images

First create a grayscale image with the Paxel Images program. Save this image as a file, image txt. In Maple, load the linalg package.

```
> with(linalg):
```

Since we are working with a $16-\mathrm{bv}-16$ grayscale image, we next need to input the $16-b$ - 16 wavelet conversion matrix A16 and its inverse, A16inv. Compute this matrix as shown in the matnix gencrator routine.

The following lines import the image matrix X from Pixel Images. If you saved your image matrix in the file amage.txt, enter that in fname. Otherwise, cuter whatever name you gave to vour image matrix. You need to include the drive designation. If vou have your file saved on a disk in the a: drive, your file name will be 'a: \image.txt'. The ' needed here is the single back quotation mark. The space between the colon and the file name seems to be necessaly on some systems.

```
> fname := 'a: \image.txt';
> X := matrix(16,16,(i,j) >> 0):
```

```
>for i from 1 to 16 do for j from 1 to 16 do
> X[i,j]:=fscanf(fname,'%d') [1]: od: od: fclose(fname):
> evalm(X);
```

The image data is proccssed by multiplying by A16. The processed data is saved in the matrix $Y$.

```
> Y := multiply(A16,X);
```

Convert the entries to decimal form to make them easier to read.

```
> Y := map(evalf,Y);
```

Now apply thresholding. Select a tolerance and eliminate those entries below the tolerance. The new data is saved in the matrix $\mathbf{Z}$.

```
> tolerance := 1;
> Z := matrix(16,16,(i,j) >> if abs(Y[i,j])<=tolerance then 0
> else Y[i,j] fi);
```

Deprocess the data by multiplying by A16inv. The deprocessed data is saved in newZ.

```
> newZ := multiply(A16inv,Z);
```

Pixel Innages requires that data be positive integers. Convert the processed data to absolute values and round to the nearest integer.

```
> newZ := map(abs,newZ);
> newZ := map(round,newZ);
```

Write the matrix newZ to an output file $f_{\text {_out }}$ so that the processed image can be viewed in Pixel Images. Again, include the drive designation. Then print this data to the named file. Pixel Images can then be used to compare the original picture to the processed picture.

```
> f_out := 'a: \image2.txt';
> for i from 1 to 16 do for j from 1 to 16 do
> fprintf(f_out,'%d\n',newZ[i,j]): od: od:
> fclose(f_out):
```


## Appendix C Answers to Selected Problems

## Chapter 1

2. A 3 inch by 5 inch black-and-white photograph in 8-bit grayscale at 500 dpi generates $3,750,000$ bytes, or 3.75 MB of data. (The Institute for Electrical and Electronics Engineers (IEEE) has proposed the terminology "mebibyte" ( MiB ) to stand for $2^{20}$ bytes of data, since computers work in binary rather than base 10. A floppy disk actually contans 1.44 mebibvte of data. So, another acceptable answer would be 3.58 MiB . For more information about the proposed terminology, see http://physics.nist.gov/cuu/Units/binary.html.)
3. A 3 inch by 5 inch color photograph using 24 -bit colors at 500 dpi generates $11,250.000$ bvtes, or 11.25 MB of data. (Or, 10.73 MiB .)
4. If

$$
[12,2,-5,15]^{T}=x_{1}\left[\begin{array}{l}
1 \\
0 \\
0 \\
0
\end{array}\right]+x_{2}\left[\begin{array}{l}
0 \\
1 \\
0 \\
0
\end{array}\right]+x_{3}\left[\begin{array}{l}
0 \\
0 \\
1 \\
0
\end{array}\right]+x_{4}\left[\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right],
$$

then $x_{1}=12, r_{2}=2, r_{3}=-5$, and $x_{4}=15$.
5. In this case, the cocfficients $x_{1}, x_{2}, x_{3}$, and $x_{4}$ are $6,1,5$, and -10 , respectively.
12. The set $V_{n}$ consists of functions that are piecewise constant on intervals of the form $\left[\frac{1}{2^{n}}, \frac{i+1}{2^{n}}\right)$ for $i$ from 0 to $2^{n}-1$. From this we can see that $V_{n}$ corresponds to $\mathbb{R}^{2 "}$.
13. (a) (i) To write $[3,7,-4,-6]^{T}$ as $x_{1} \phi(t)+x_{2} \psi(t)+x_{3} \psi_{1,0}(t)+x_{4} \psi_{1,1}(t)$ we need $x_{1}=0, x_{2}=5, x_{3}=-2$, and $x_{4}=1$.
(ii) In this case we obtain $x_{1}=2, x_{2}=27, x_{3}=-15$, and $x_{4}=0$.
16. (a) (i) The wavelet cocfficents are $1,-1,5,27,-2,1,-15$, and 0 .
(ii) The wavelet coefficients are $\frac{989}{8}, \frac{931}{8}, 10, \frac{11}{4}, 0,10,5$, and $\frac{1}{2}$.
23. The signal $e$ is given by

$$
e=[110,140,181,6,214,103,7,209,226,104,136,172,5]^{T} .
$$

## Chapter 2

2. (a) The inner product $\langle t, \phi(t)\rangle$ is $\frac{1}{2}$.
(b) The inner product $\left\langle\psi_{1,0}(t), \psi_{1,1}(t)\right\rangle$ is 0 . Note that this shows $\psi_{1,0}$ and $\psi_{1,1}$ are orthogonal.
3. (a) The norm $\left\|\psi_{1,0}(t)\right\|$ is $\frac{\sqrt{2}}{2}$.
(b) The norm $\left\|\psi_{2.1}(t)\right\|$ is $\frac{1}{2}$.
4. The orthogonal projection of $h(t)=t$ onto $V_{2}$ is

$$
f(t)=\frac{1}{2} \phi-\frac{1}{4} \psi-\frac{1}{8} \psi_{1,0}-\frac{1}{8} \psi_{1,1} .
$$

12. As a linear combination of the elements of the basis $S_{2}, \phi$ is written as

$$
\phi=\phi_{2,0}+\phi_{2,1}+\phi_{2,2}+\phi_{2,3} .
$$

17. As a linear combination of the elements of the basis $S_{3}, \phi_{2,0}$ is written as

$$
\phi_{2,0}=\phi_{3,0}+\phi_{3,1} .
$$

Compare this to the decomposition of $\phi$ as a linear combination of the clements of the basis $S_{1}$.
24. (a) The projection of $\phi_{1,1}$ onto $V_{0}$ is $\frac{1}{2} \phi$.
27. As a linear combination of the elements of the basis $B_{3}, \phi_{2,0}$ is written as

$$
\phi_{2.0}=\frac{1}{4} \phi+\frac{1}{4} \psi+\frac{1}{2} \psi_{1.0} .
$$

34. The matrix $M_{4}$ is the inverse of $A_{2}$.
35. This is a two step process. In the first step, we compute averages and differences to obtain $[-1,13,11,-6]$ in $V_{1} \oplus V_{1}^{1}$. We again calculate averages and differences on the signal in $V_{1}$ to obtain $x_{1}=6, x_{2}=-7$, $x_{3}=11$, and $x_{4}=-6$ in $V_{0} \oplus V_{0}^{\perp} \oplus V_{1}^{\perp}$. Note that $x_{1}$ is the average of all the entries in the signal.
36. The wavelet coefficients are $39.5,2.5,22,9,16,-16,-18$, and -22 .
37. (a) The projection of $\sin (t)$ outo $V_{2}$ is

$$
\begin{aligned}
& (1-\cos (1)) \phi(t)+\left(-2 \cos \left(\frac{1}{2}\right)+1+\cos (1)\right) \psi(t) \\
& +\left(-4 \cos \left(\frac{1}{4}\right)+2 \cos \left(\frac{1}{2}\right)+2\right) \psi_{1.0}(t) \\
& +\left(2 \cos \left(\frac{1}{2}\right)+2 \cos (1)-4 \cos \left(\frac{3}{4}\right)\right) \psi_{1.1}(t)
\end{aligned}
$$

(b) The projection of $t^{2}$ onto $V_{2}$ is

$$
\frac{1}{3} \phi(t)-\frac{1}{4} \psi(t)-\frac{1}{16} \psi_{1.0}(t)-\frac{3}{16} \psi_{1.1}(t)
$$

(c) The projection of $e^{t}$ onto $V_{2}$ is

$$
\begin{aligned}
& (e-1) \phi(t)+(2 \sqrt{e}-1-e) \psi(t) \\
& +(4 \sqrt[4]{e}-2 \sqrt{e}-2) \psi_{1,0}(t)+\left(-2 \sqrt{e}-2 e+4 \sqrt[4]{e^{3}}\right) \psi_{1,1}(t)
\end{aligned}
$$

(d) The projection of $\sqrt{t}$ onto $V_{2}$ is

$$
\begin{aligned}
& \frac{2}{3} \phi(t)+\left(\frac{1}{3} \sqrt{2}-\frac{2}{3}\right) \psi(t) \\
& +\left(\frac{1}{3}-\frac{1}{3} \sqrt{2}\right) \psi_{1.0}(t)+\left(\sqrt{3}-\frac{1}{3} \sqrt{2}-\frac{4}{3}\right) \psi_{1,1}(t)
\end{aligned}
$$

## Chapter 3

3. (b) Since $\|f\|=\sqrt{2}, f$ is in $L^{2}(\mathbb{R})$.
4. The norm of the Mexican hat mother wavelet is $\frac{3}{4} \sqrt{\pi}$.
5. The distance between $f$ and its projection onto $V_{2}$ is approximately 0.001895 .
6. If we begin with $t_{0}=1$, successive approximations will be $t_{1}=0.5403023059$, $t_{2}=0.857553, t_{3}=0.654289$, etc. These approximations converge (slowly) to the solution $0.73908{ }^{\circ}$.
7. Starting again with $t_{0}=1$ leads to $t_{1}=1.36788, t_{2}=1.25465$, etc. The sequence converges to 1.27846 .
8. The function valucs for the cubic: Battle-Lemarié scaling function are

$$
\phi(2)=4 \phi(1)=4 \phi(3)
$$

67. The limit frequency is $m=\frac{7}{2 \pi}$.

## Appendix A

4. The set does span $\mathbb{R}^{2}$.
5. Since $[-1,1]=-[1,-1]$, these two vectors only span a line in $\mathbb{R}^{2}$.
6. The dimension is 2 .
7. Since $W$ is not closed under addition, $W$ is not a subspace of $\mathbb{R}^{3}$.
8. The angle between the vectors $[1,0,1,1]$ and $[0,1,1,1]$ in $\mathbb{R}^{4}$ is arccos $\frac{2}{3}$.
9. The angle between $[1,0]$ and $[0,1]$ is 0 . This is to be expected because [ 1,0 ] and $[0,1]$ are perpendicular vectors.
10. The coefficients of the vector $[1,2,3]$ with respect to the basis $B$ are 2, 2 , and 1 .
11. The projection $v_{B}$ is $\left[\frac{3}{4}, \frac{1}{4}, \frac{7}{4}, \frac{9}{4}\right]$.
12. The projection $g_{B}$ is $\frac{9}{10} t-\frac{1}{5}$.

## Appendix $D$ Glossary of Symbols

The page number indicates the first page on which the symbol appears.

- $\phi$, the father wavelet, page 5
- $\psi$, the mother wavelet, page 5
- $\psi_{n . h}(t)=v\left(2^{n} t-k\right)$, the wavelet daughters, page 9
- $\phi_{n, h}(t)=\phi\left(2^{n} t-k\right)$, the wavelet sons, page 27
- $A_{n}$, a wavelet proccssing matrix, page 12
- $M_{n}=A_{m}^{-1}$ (wherc $m=2^{n}$ ), a wavelet processing matrix, page 34
- $B_{n}$, a basis foı $\mathbb{R}^{2^{"}}$ consisting of father, mother, and daughter wavelets, page 12
- $S_{n}$, a basis for $\mathbb{R}^{2 "}$ consisting of father and son wavelets, page 28
- $C_{n}$. a basis for the oi thogonal complement of $V_{n}$ in $V_{n+1}$, page 31
- $\langle$,$\rangle , an inmer product, page 24$
- $V_{n}$
- the space of all functions that are piecewise constant on intervals of length $1 / 2^{n}$ in $[0,1]$, page 9
- the space of all functions that are piecewise constant with breaks at rational points of the form $m / 2^{n}$ in $\mathbb{R}$, page 43
- a subspace of $L^{2}(\mathbb{R})$ that is a part of a multiresolution analysis, page 53
- $W^{\perp}$, the orthogonal complement of $W$, page 25
- $c_{k}$, refinement coefficients, page 28
- $g_{k}$, high pass filter coefficients, page 63
- $h_{h}$, low pass filter coefficients, page 63
- s, a gencric signal, page 15
- $\mathbf{v}^{T}$, the transpose of the vector $\mathbf{v}$, page 4
- $\mathbf{v}_{B}$, the projection of the vector $\mathbf{v}$ onto the space $W$ with basis $B$, page 102
- $D_{4}$, Daubechies wavelet with four refinement cocfficients, page 68
- $G$, nigh pass operator, page 71
- H, low pass operator, page 71
- $G^{*}$, the dual of the high pass operator, page 74
- $H^{*}$, the dual of the low pass operator, page 74
- $L^{2}([0,1])$, the space of all functions whose squares are integrable on $[0,1]$, page 25
- $L^{\mathbf{2}}(\mathbb{R})$, the space of all functions whose squares are integrable on $\mathbb{R}$, page 44
- $\hat{s}$, the Fourier transform of $s$, page 79
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[^0]:    ${ }^{1}$ In part 4 of the image compression project in section 4.2 , the directions state to process the columns of $J$ first Piocessing the columns is easier to do than processing the rows, from the point of view of applying matrix algebra to the study of wavelets. However, when image boxes are presented in the literature, they are generated from processing the rows first

[^1]:    ${ }^{1}$ There is a weake version of multiresolution analysis, where condition (4) is replaced with a "Riesz basis" condition For mole information, see [10]
    ${ }^{2}$ Note that this could be an infinite sum and these are issues of convergence to be considered. However, we will deal mainly with situations where a finite number of the $c_{k}$ are nonzeso, and hence convergence is not a pioblem (We will not deal with the general case) This will allow us to interchange the ordeı of sums and integials when necessary

[^2]:    ${ }^{3}$ Although we have attempted to avoid references to Fouriet analysis throughout this book, the close relationship between Founter analysis and wavelet theory makes that task rather challenging The relationship (311) is generally detived through Foutier analysis using orthogonality There is a degree of freedom in defining these coefficients, and some authors use the definition $g_{k}=(-1)^{1-k} h_{1-k}$ The detals may be found in [10] and [30]

[^3]:    ${ }^{4}$ A formal derivation of these equations makes extensive use of Fourier analysis.

[^4]:    ${ }^{5}$ It would seem that the high pass filter should be $\left\{h_{i}\right\}$, but that just isn't the case in the hterature
    ${ }^{6}$ For ease of reading, we will not use the "T" for transpose in this section.

[^5]:    ${ }^{7}$ This result was proved by Claude Shannon in the 1940 's, long before the word wavelet was coined

